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1. Introduction
Consider a system of the linear inqualities in the following general forms:

zax\b fori=1,2,3,...m, )
IIJJ

where bi = 0and X; > O foralliandj.
The system (1) can be written by the following matrix form

AX < b, 2)
where A = [a ] is an m by n matrix, X = (X, X3, X3, .. . X )T in n-space and b = (by,
b,, bs,. b )T in m-space are non-negative column vectors whose all the com-

ponents must be non-negative.

In geometry, each one of the system (1) represents a closed half hyperplane
[1.p165] and the intersection of all the closed half hyperplane together with X; > 0,
for all j, is to span a bounded feasible convex set— convex polytope [1. p172]
whose extreme points(vertices) are the basic feasible solutions in algebra. The sys-
tem (1) of computing all the basic feasible solutions at their corresponding extreme
points of the convex polytope has been discussed by the authors, M. E. Dyer and
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L. G. Proll [2. p811, M. J. L. Kirby, H. R. Love, and Kanti Swarup [3. p540], T. H.
Mattheis§ [4. p247] and M. C. Cheng (5. p230, 6. p6].

The non-negative slack variables x,;,i=1, 2, 3...m can be used to add to
their corresponding inequalities (1) to obtain the following of linear equalities:

n
j§1 % + X, = b 3)

"X = 0and X4 =0, for alli and j.

The system (3) can be written by the following matrix form
(A+DX = b, @)
where I is an m-square identity matrix and X = (X, X2, X3, .. - X, X, 1, X 0y e -
T .
X ).

n+m
From the system (3), it is obvious that the non-negative variables, X .., X .,,

X o are basic and the original variables, x;, X;, X3, ... X, are non-basic and
thus, the initial extreme point P, can be easily determined by the initial basic
feasible solution b, - (b;, by, b ... b, )T and all the non-basic variables must be
zero. Then the subsequent extreme points P, , where k is ranking ascending natural
numbers, can be created by the theorems and corollaries in section 3 and the sim-
plex method shown below: .

The following simplex matrix can be readily obtained by the matrix form (4)

X1 X2 X3 ... Xp ...Xp o Xy Xpes XpiaooaXpe oo Xpum b

Fdy; A A3 . ..83k .. .8 1 0 0 0 ..0 by

Ay 832833 ...42¢c...2nb1 0 1 o ...0 ..0 b,

a3 a3, 833 ...43c...4a3,] 0 0 I ...0 " ...0 b,
.............. 4 )

Q) A9 83 -..8k -..28q | O 0 o ...1 ...0 b,

Lam18m28m3. - - 4mk. - - Amp' O o -0 ...0 ...1 by -

Each one of non-basic X5 for all j, can become basic instead of one of the basic
nsis for all i. Suppose the kth column (x, become basic) k € {1,2,/3,... n}isa
pivot column, the rth row (x,,, become non-basic), r € {1,2,3,... m} is a pivot
row and a, must be greater than zero (or denoted by r, =k, q, =rand S, = N+r).
Hence, the positive ratio
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r b . .
— < —,i%71, 1€ M,
Ak Ay

must be minimum. By use of the elementary row operations [1. p126], the non-
basic column vector A}, j# k and Xr‘m, r # i and the basic feasible solution b* can
be readily obtained as follows:

a.. a.:
The components of A! are a.. — =L a., and —L .
j ij a ik a, °’

Tk tk
1 Ak 1
the components of Xn are — and ,
4+ a a
. Tk rk
and b = (X__., x X T, wh - d
= (X, 15 Xne2> Xnezs oo« X -« - X0 )7, where x, = —k an
I
b : . . . .
X0 = b — 3—5 a,, foralliand jexcepti#randj#k,
1k
b.
because b’ is feasible, b = 0 for alli and j imply a—‘ = EI_
ik rk

(minimum) [7. p81].

Hence, it is immediatly seen that all the extreme points to span this polytope

can be obtained by the iterative simplex method to-gether with theorems and corol-
laries in section 3.

D,.

2. Definitions and Notations

The following useful definitions and notations are throughtout this research:
Convex polytope. An intersection of a finite number of linear constraints

,;§=1 2 X, < b,i=1, 2,3,...m,
is called a convex polytope [1. pl72] in n-space in the geometric representa-
tion.
Extreme points. A point is an extreme point (or vertex) of a convex polytope,
when it is intersected by n distinct space lines in n-space [1. p172].and also is
the corresponding basic feasible solution of the system of linear inequalities (1).

. Subsequent extreme points. P, and P,, are the two extreme points denoted by

two distinct natural numbers k and k' respectively. P, is said to be a subse-
quent extreme point of P, if k' > k.

. Adjacency. The extreme point P, is said to be adjacent to a subsequent ex-

treme point Pk, if a certain element in the non-basic set N, at Pk enters the
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basic set B, to obtain a new basic set equal to the basic set 8, at P,, and their
basic solutions are also equal.

. Path. A new extreme point is created from the predecessor, called the number

of one path because only one element in the non-basic set of the predecessor
is instead of one element in its basic set to obtain a new basic set at the new
extreme point but computing the number of h paths (or h elements in N,
entering the §,) to create a new extreme point must be from the initial extreme
point P,.

A= [aij] is an m by n matrix with real entries where ie M= {1, 2,3, ... m}
andje N=1{1,2,3,... n} denoted by the number of rows (or equations) and
the number of columns (or original variables) respectively.

. Aj = (a“-, 8y, Agjs - - .amj)T indicates the jth column vector of A and its com-

ponents are the coefficients of X;.

. The “T” indicates the transpose of a matrix or a vector.

. Py indicates the initial (or original) extreme point of a polytope in n-space.

. bg =(by, by, b3, ...b )T indicates the basic feasible solution at P,.

. Bo = {n+l, n+2, n+3,...n+m} indicates the initial basic set corresponding

to the initial basic variables = (x nel’ Xne2> Xnazs - - Xpo m) at P,.

. Np (or N) =1, 2, 3,...n indicates the initial non-basic set corresponding to

the initial (or original) non-basic variables = (x,, X,, X3, . . . x)at Py,

. Pk (or Pk,) indicates the ranking of an extreme point to span a polytope by the

number of h (or h') paths from P,, where k (or K') is ranking the ascending
natural numbers.

. b} (or b’]:') indicates the basic feasible solution at P, (or B,,).
. B (or B,), containing m elements, indicates the basic set corresponding b}ﬁ (or

bﬁ’) at P (or B,).

N = o U H (or Ny = o U H'), containing n elements, indicates the non-basic

set at Pk (or Pk,), where H (or H') contains the number of h (or h') elements
from f, to become the non-basic set and o (or @,,) contains the remaining
the number of n-h (or n-h’) elements because the number of h (or h') elements
in N, enters Bk (or Bk,) to become basic and hence o 0 H = ¢ (empty set) (or
o, N H =¢).

. A}j1 (or A‘J?') indicates the jth column vector corresponding o (orey,)at P (or

P.)).

. X}I‘]+i (or X‘;'”) indicates the (n+i)th the non-basic column vector corresponding

H(or H') at P, (orP)).

. 1, indicates the pivot column in the simplex method entering the predecessor
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basic set of P to get By -

Nis- g, indicates the pivot row in the simplex method leaving the predecessor basic
set of P .

N6 8 indicates the corresponding column vector leaving the predecessor basic set
of Pk.

Nj;. P(k) = k indicates the number of stages at P, (define P(0) = 0).

Nig. h(k) = h indicates the total number of solid lines in any path from P, to P,
(define h(0) = 0).

3. Theoritical Development

By use of the simplex method, whether the new extreme point can be created,
if each element of the non-basic set enters the basic set. Firstly, the adjacency test
must be used and thus, the following theorems and corollaries must be defined:

(1) Theorem 1. Let the two extreme points Pk and Pk, of the system (3) can be
created by the distinct one path (h = 1 and h' = 1) from P, with the following pro-
perties:
1) P,/ is a subsequent extreme point of P, , where k' > k.
2) There is only one element of the set §, different from the set §,,.
3) There is only one element of the set o in N, different from the set o, 1n N,/
but the set H is equal to H where H contains only one element and H' too.

Then P, is said to be adjacent to the subsequent exteme point P,,.
Proof. Suppose P, is created from P, by one (h = 1) path denoted by

r, =1, q = 2 and s, = n+t2

By use of the simplex method, the basic feasible solution b!, the basic set By
the non-basic set N, and the non-basic column vectors A} and X:l o corresponding
N, can be readily computed as follows:

bl = h L _b 2
k-(xm_l,xl,xnﬂ,...x[l,ml)w ere X, =an Xoor = rT?;l—arl’
forr € M but r # 2,

B, = {n+1, 1, n+3,...'n+m},

N, = @ U H, where o = {2,3,4,...n} and H= {n+2},

]

A A
the components of A; are ;2-'— and a,; — 331- aforr# 2,j#1,
21 21
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_afl

the components of Xr11+2 are —al— and -for r# 2.

2 a
Suppose P, is created by one (h' = 1) path denoted by
ro=3,qu=2 and s, =n+2.

Similarly, we have

bl, = ) where x _ b X =b ——bia
k'"(xn+1’x3’xn+3""xn+m 3~ ay n+r 1 a,, 18
for r # 2,

Bo= {n+1, 3, n+3, ... n+m},

Ny =0, UH wherea,, = {1,2,4,...n} and H' = {n+2},

' a5 a5j .
the components of Al are =% and a_. — - a ,forr# 2, j# 3,
i a,, 1) a,, 13
’ -a
the components of X} , are 1 and —2 for r# 2.
n+2 42 23

By use of the properties 2 and 3, H = H', it is obvious that the element “3” in
a, is instead of the element ““1” in B, to become basic and by use of the simplex

method, the new basic set {n+1,3, n+3,...n+m} and the new basic solution (Xp4p5

X3s X 35 - xn+m) can be immediately obtained, where
« = P2, D by
30 ay 4y a3’
b a b, a
_ 9 _ 433 2 23
Xnwr = [(br ;P ar3) (ars EP arl)( ay, / Ay )]

b,
=b, — a—n—am, for r+ 2..
It is easily seen that the new basic set and the basic feasible solution are exactly
equal to Bk,‘a'nd‘b]i, respectively.
Hence, P, is said to be adjacent to Pk,.
(2) Corollary 1. Let the two extreme points P, and P, of the system (3) be created
from P, by the number of h=h' = 1 paths with the following properties:
D P,/ is a subsequent extreme point of Pk , where k' > k.
2) There is only one element of the set B, different from the set Byr-
3) There is only one element of the set a, in N, different from the set o in N,
but the set H is equal to the set H' where H and H' contain the same number
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of h elements.

Then P, is said to be adjacent to the subsequent extreme point B,,.

(3) Theorem 2. Let the two extreme points Pk and Pk, of the system (3) be created
by the number of h = h' = 2 paths with the following properties:
1) B, is a subsequent extreme point P, where k'> k.
2) There is only one element of the set 8, different from the set §,,.
3) There is only one element of the set H in N, different from the set H' in Ny
but the set o, is equal to the set o,.

Then P, is said to be adjacent to the subsequent extreme point Pk,.

Proof. Suppose P, is created from Py by the first path

ré = 2, q:( =1 and sll( = n+l,
and the second path
r,l( = 3, qi = 3 and si = n+3.

By use of the simplex method, the basic feasible solution bz, the basic set §,,
the non-basic set N, and the non-basic column vectors Aj, X2 | and X2 . can be
readily computed as follows:

byaz; — bya,
. 3
d1833 —d38)5

2 _ —
by =Xy, X, 20 Xgs Xp g5 v v X 4m s where x, =

b,a,, — ba
312 132 and

X =
3 agay; —ajag,
d.,a — d,, 4, a,,4.. —ad.,,a
x =ph — 12 33 32 r3bl_ 12 r3_r2 13 b3forr=#1,3,
n+r T a12333 - a32a13 a12 333 832 a,,5 !

B, = {2, n+2, 3, n+4,. .. n+m},

N, = o, U H, where a; = {1,4,5,...n} and H= {n+1,n+3},

Q82 — 838,  2y,d,; — a;;a
1§33 1333 1233 1§332
the components of A? are Ja — Ly 3 L _aJ — and
J 412853 13832 12833 13432
312353 853, _ 8428y — 31533 forr# 1,3, j#2,3
b b b ?

a_. . a
= = 3
i @855 — 8383 U 8,85 — 383 3
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2 433 ~43,
the components of x are and
n+l 212833 — 8y385, 7 35,833 — 8;33;,
a,8,, —a.4a
_ Sr2¢33 - 1332 for t# 1’3,
dypd33 — 35385,
the components of x? , are ok 212 and
3 R —
n+3 415833 — dy3d3;° 3833 — 31335,

41331 — 3,34, for r# 1.3
— 3 ¢
419853 —d3;33

Suppose P, is created from P, by the first path
ri, = 3, qi(, = 2 and sf(, =n+2,
and the second path

n+3.

ry =2, g5 =3 and s,
Similarly, we have

bya,; — byag,
35853 — dy853°

2 _ —
b’ —(xn+1,x2,_x3,xn+4, coe X ), where x, =

_ bya;, —bjay,
X3 = 2.a,. —a,a. and
32823 22833

dzpd.4 —Aa,,4 a,,3,3 —a,;a
X =b. — 32°13 1233 . r2723 1322 b3,f0r 1'9&2,3,

n+r T Q3833 3853 2 83,3,5 — A58,

B = {n+1,2,3,n+4,.. .n+m},

N = o UH', where @, = {1,4,5,...n} and H' = {n+2, n+3},

371832 — Ap83; 835853 — 8,84,

2/
the components of A° are and
] Q33833 —dpd337 23853 — 885
383, — a334;, drady3 — A58 .
T oma —a.a. T 3o a3j,forr=ﬁ2,3,1:#2,3,
J 23932 33922 32893 45
' a -a
the components of X;21+2 are 32 33 and

A383; —A3833 8,385, —dp,a5,

4383, — ag34,, for r# 2.3
42383z — 43335 >

2! ) a5
the components of x* , are 3 and
n+3 Q3837 —A32833 7 853385, —Ay,a5,
a

a,, —a.a

1223 1322 f

, or r# 2, 3.
d33853 — 8338,, ’
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By use of the properties 2 and 3, a, =a,, H={n+l,n+3} H' = {n+2,n+3}.
It is obvious that the element “n+1” in H is instead of the element “n+2” in B, to
become basic and by use of the simplex method, the new basic set {2, n+l, 3, n+4,
.n+m} , and the new basic solution (x;, X ) can be imme-
diately obtained,

n+l: X35 Xpags - - - Xpym

_ bya,; —byay; 0 byazg —bzay
where x, = — s Xq = —
378,53 T Ap833 433853 — 33389,
a,,2,, — a,,4 a.,a,, —4a
andx_,.=b_— 13932 33812 I 7 R - 22313 b,, for r+ 2, 3.

25383, — 333, 2 37853 — Ap833

It is easily seen that the new basic set and the new basic solution are exactly
equal to 8, and bk, respectively.

Hence, P, is said to be adjacent to P,.

(4) Corollary 2. Let the two extreme points P, and P, be created from P, by the
number of h = h’ > 2 paths with the following properties:
1) Pk, is a subsequent extreme point Pk, where k' > k,
2) there is only one element of the set 8, different from the set §,,,
3) there is only one element of the set H in N, different from the set H' in N,/
but the set ¢, in Nk is equal to the set o, in N, ,.

Then Pk is said to be adjacent to the subsequent extreme point P,,.

(5) Theorem 3. Let the extreme point P, be created from P, by the number of
h = 2 paths and the extreme point P, from P, by h' = 1 path with the following
porperties:
1) P, is a subsequent extreme point B,,, where k> ¥/,
2) there is only one element of the set 8, different from the set §,,,
3) there set o, is a subset of a,,, denoted by o, Ca, but o, — o, contains
only one element belonging to «,, and the set H' is a subset of H denoted by
H’' C H but H-H’ contains only one element belonging to H.

Then Pk, is said to be adjacent to the subsequent extreme point Pk‘.

Proof. Suppose P, is created by the number of h = 2 paths as theorem 2.
Suppose B, is created by the number of h' = 1 path denoted by

ro =3, qy= 3 and s, = nt3.

Similarly, the basic feasible solution bk,, the basicset B/, the non-basic set N,
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and the non-basic column vectors A;' and x;'+3 ‘can be easily computed as follows:

. ), Where x, = by and

433

b,

= (xn+1’ Xn+20 X3 xn+4’ < Xnem

b, =b — —b—-"an, for r# 3,

n+r I 333

B = {n+l,n+2,3,n+4,. . .n+m},

Ny =y, U H', where oy = {1,2, 4,...n} and H' = {n+3},
o ay; a; )
the components ofA are a—- and a; — —ars, for r# 3, j+ 3,
33
th tsof x!' .’ 1 _ 33 for r# 3.
e components of x__ , are ™ an 2y orr

By use of the properties 2 and 3, &, — «, = {2}, H — H' = {n+1}, it is ob-
vious that the element “2” of the set oy, in Ny, is instead of the element “n+1” in
By to become basic ar.d by use of the simplex method, the new basic set {2,n+2,3,

n+4,...n+m} and the basic feasible solution (x5, X420 X35 Xpas oo - X o) can be
immediately obtained,
b,a,, — b,a b,a,, —b,a
where x, = 1831 x = a5 - and
12833 32813 12933 1383
2,,8,, — 2,,4 a,,a., —a.,a
xn+r = br N 33 %12 3213 _ 1213 12413 b for r+# 1’ 3.

25853 — 838,5 1 212833 — 33,3,

It is easily seen that the new basic set and the new basic feasible solution are
exactly equal to B, and b]i respectively.

Hence, P, is said to be adjacent to |

¢6) Corollary 3. Let the extreme point P be created from P, by the number of
h+1, h > 2, paths and Pk, by the number of h’' = h paths with the following pro-
perties:
1) Pk- is a subsequent extreme point Pk,, where k > k',
2) there is only one element of the set Bk different from the set ﬂk,';
3) .there set o, is a subset of oy denoted by o, Casbut o, — a, contains only
one element belonging to a,, and the set H’ is a subset of H, denoted by H' C

H but H — H' contains only one element belonging to H.

Then Py, is said to be adjacent to the subsequent extreme point P,.
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4. Algorithmic Steps

In the simplex method for computing the basic feasible solution, the iterative
steps consists of selecting an element of the non-basic set to enter the basic and an
element of the basic set to leave the basic to become non-basic. Hence, the follow-
ing iterative steps can be designed:

Step 1.

Step 2.

Step 3.

Step 4.

Initially, the original extreme point P, can be readily determined by its
initial basic set 8o and the non-basic set N, from the given problem.

By use of the simplex method, each element of the ranking in ascending
order of the non-basic set N, at P, must enter the initial basic set 8, to
be created a number of extreme points Pk , k€ Ny, ranking ascending order,
where P, and P, are joined by a solid line to span the convex polytope.

Whether P, is adjacent to the subsequent extreme point, if the theorems
and corollaries in section 3 can be used. If it is, the two adjacent extreme
points are joined by a broken line and if not, go to the next step.

By use of the simplex method, each element (except adjacency in step 3)
ranking in ascending order of the non-basic set at Pk must enter jts basic
set and the new extreme point can be immediately created by the second
path and then they joined by a solid line to span the convex polytope.

After these steps, the new extreme points can be created by the third path,
- fourth path and so on and by use of the iterative step 3 and step 4, until all the
extreme points are intersected by n distinct lines including solid and broken in
n-space. Hence, this polytope can be easily constructed.

5. Numerical Example

Given the following system of linear inequalities, find all the basic feasible

solutions:
3x; = X, + X3 + 2%, < 8
X; +2X;, +4%X; — X4 < 6
2x, +3x;, —3x3 + x4 <10
X, + x3 + x4 < 7

X.> 0,j=1,2’3:4$
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wherem=4,n=4andie M= {1,2,3,4}andje N= {1, 2, 3, 4}.
The slack variables x,,; = 0,1 € M, add to the corresponding linear inequalities
respectively, we have the following linear equalities:

3, — Xp t x5 + 2x4 t+ X; = 8
X, t 2%, + 4x; — X4 + Xq =

2x; + 3x, — 3x;3 + X4 + X, = 10
Xy + X3 t X4 +xg = 7

xj>0, jeNandx4+i>O, ieM.

By use of the simplex method, all the basic feasible solutions at the corres-
ponding extreme points can be computed by the following stages respectively:

1) Stage 0. P(0) = 0, h(0) = 0. Initially, the extreme point P, is determined by
bo = (8,6,10,7)T, B, = {5,6,7,8} and N, = {1,2,3,4} denoted by the following

matrix:
| X, X, X3 X4 X5 Xg Xq Xg b
3 -1 1 2 1 0 0 O 8
12 4 -1 0O 1 0 O 6
2 3 -3 1 0 0 1 © 10
1 1 1 0 0 0 1 7

Matrix P(0) .

Hence, create new extreme points P, P,, P;, P, forj = 1, 2, 3, 4 respectively
P: ;=1 q,=1 ;=5 B;={1,6,7,8} N,=a, UH= {2,3,4} u{5}.
P,: 1,22 q,=2 ;=6 B,=1{5,2,7,8} N,=a, UH= {1,3,4} u{6}.
P,: r3=2 q3=2 s3=6 B3={5,3,7,8} Nj=a, UuH= {1,2,4} u{6}.
P,: r,=1 qu=1 s4=5 Bs=1{4,6,7,8} N,=a, UH= {1,2,3} U{5}.

2) Stage 1. P(1) = 1,h(1)= 1. Wehave b} = (3, 22 18 DIT g _ {1678},

X1 X X3 X4 X5  Xg Xq Xg b
o 3 1 2 Ry 8
1 3 3 3 3 0 0 0 3
I 1 -5 -1 10
0 3 3 3 3 1 0 0 3
A1 -1 -1 -2 14
0 3 3 3 3 0 1 0 3

I
—_
)

|
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Lo 3 3 313 0 0 1] 2]
Matrix P(1)

Adjacency test indicates P, is adjacent to P, (theorem 1). Hence, create new
extreme points Ps, Pg for j=2, 3 respectively.

P 1s=2 qs=3 ss=7 PBs=11,6,2,8} Ng=as; UH={3,4} U {5,7}.
Po: rg=3 qg=2 s¢=6 Be¢=1{1,3,7,8} Ng=as UH={2,4}uU {5,6}.

3) Stage 2. P(2) =2, h(2) = 1. We have b} = (11,3,1, DT, 8, = {5,2,7,8},
N, =a, UH={1,3,4} U {6}, A}, A}, A}, X, denoted by the following matrix:

X3 X, X3 X4 Xsg X¢ X7 Xg b

r 0o 3 311 5 0o o0 |

12 F o0 7 o0 0 3

1 0 -9 $]|o0o % 1 0o |1

1 o 1 1 lo o o 1 |7
Matrix P(2)

Adjacency test indicates P, is adjacent to P; (theorem 1). Hence, create a new
extreme points P,, Py for j = 1, 4 respectively.

P,: 1,=1 q,=3 s;=7 B,={5,2,1,8} Ny=a, UH={3,4} U {6,7}.
Py: rg=4 qg=3 szg=7 Ps={5,2,4,8} Ng=as UH={1,3} u{e,7}.

4) Stege 3. P(3) = 3, h(3) = 1. We have b} = (%, &, 3%, 27 g, = {5,3,7,8},

N, =a; UH = {1,2,4} U {6}, A}, A}, A}, X, denoted by the following matrix:

X4 X, X3 X4 Xs X4 X7 Xg b

230 |1 3 0 o0 %

T A 1

02 0 b0 31 02

320 flo F 0 1 2]
Matrix P(3)

~ Adjacency test indicates P, is adjacent to Pg (theorem 3). Hence, create new
extreme point Py for j = 4. ’

—13—
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Py: rg=4 qo=1 $4=3 ﬁ9={4,3,7,8} N9='059UH={1,2}U{6,5}~

5) Stage 4. P(4) = 4, h(4) = 1. We have b} = (4, 10, 6, 3)T, g8, = {4,6,7,8},
Ny =a, UH={1,2,3} U {S}. A}, A}, A}, X] denoted by the following matrix:

X Xy  X;3 Xgq Xg X¢ X7  Xg b

(3 3 + 1 |+ o o o |4

5 3 3 0 1 0o o |10

s ¥ 33 0 3 0 1 o0 6

3 4 3 o lF o o 1l
Matrix P(4)

Adjacency test indicates P, is adjacent to P, (theorem 3). Hence, create a new
extreme point Py, for j = 2.

Pp: 130=2 q0=3 s59=7 Bio= {4,6,2,8} Nip=ay UH={1,3} U{5,7}.

6) Stage5. P(5)=5,h(5)=2. Wehave b} = (3, -, 1 3T g, - {1,6,2,8},

Ns=as UH={3,4}U{5,7}, A%, A2, X2, X? denoted by the following matrix:

X, X2 X3 X4 Xs X¢ X7 Xg b

1 0o o L1 & o L o 27

o o F | @ ! [ OO | g

0 1 [ F | T O 4 0| f

o o g gl f o 3 1t | %]
Matrix P(5)

Adjacency test indicates Ps is adjacent to P, (theorem 2). Hence, create a new
extreme point Py; for j = 3.

Py:ry=3 Qu_=2 S1=6 311={1,3_,2,8} N11=°‘11UH={4}U{5,6>7}-

7) Stage 6. P(6) = 6, h(6) = 2. We have b} = (%, 12, 8, 4)T g, = {1,3,7,8},

Ng =aegUH=1{2,4} U {5,6}, A}, A], X2, X? denoted by the following matrix:

X, Xq X3 Xgq X X¢ X4 Xg b
] 2 4 -1 26
l/l 11 0 i1 I i1 11 0 0 , i \l
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7 -5 -1 3 10

o w1+ 1 [ |@™®w @ © O 5Ty

o 6 0 -=2|-1 1 1 o0 8

-1 7 -3 -2 : 41

o § o0 g bt #® 0 1 T
Matrix P(6)

Adajcency test indicates P is adjacent to Py (corollary 1) and to Py, (theorem
3). Hence, no extreme point can be created.

8) Stage 7. P(7) = 7, h(7) = 2. We have b2 = (4, 2, 2, 5)T, B, = {5,2,1,8},
N, =a, UH={3,4} U {6,7}, A2, A2, X2, X} denoted by the following matrix:
Xy X2 X3 X4 Xs Xg Xq Xg b
0 0 66 -16| 1 11 -7 0
0 1 11 -3 0 2 -1 0
1 0 -18 sl o -3 2 o0
o 0 19 -4l o0 3 =2 1
Matrix P(7)

[V NS T NS R

Adjacency test indicates P, is adjacent to Pg (corollary 1) and to Py corollary
3). Hence, no extreme point can be created.

9), Stage 8. P(8) = 8, h(8) = 2. We have b} = (2, %, 2, 37T, g5 = {5,2,4,8},
Ng=ag UH={1,3}U {6,7}, A%, A2, X2, X3 denoted by the following matrix:

Xy Xz X3 Xq4 Xs X¢ Xq Xg b

$ o0 g oo |1 o2 oo | #]

N L

f oo % o1 lo F F oo |2

4 0o % o lo 3 2 0 1 F)
Matrix P(8)

Adjacency test indicates Pg is adjacent to Py (theorem 2). Hence, create a new
extreme point Py, for j = 3.

Py: rp=3 qp=1 sp=5 Bp=1{3,4,2,8} Np=ap,UH={1}U {6,7,5}.
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10) Stage 9. P(9) = 9, h(9) = 2. We have b2 = (

% 20 124 17
929> 7979

)Ts 59 = {45397,8}3

Ng =ay U H={1,2} U {5,6}, A2, A2, X%, X? denoted by the following matrix:

X

X1 2
r 11 -6
9 9
S 3
EJ 9
2 42
9 9
-7 3
L9 El

Adjacency test indicates Py is adjacent to P, (corollary 3).

point can be created

11) Stage 10. P(10) = 10, h(10) = 2. We have b2 = (

X3
0
1

Xq4 Xs X
LA
o | 4 3
o | ¥ 3
ol 3 3
Matrix P(9)

X7
0
0
1
0

Xg

o O O

34 52 12 15

72777

o R o ey

Hence, no extreme

)T’ 510 = {4a692:8} s

Ny =0y UH={1,3} U {5,7}, A2, A2, X2, X3 denoted by the following matrix:

X1 X3

<

SA Sk ds
o

X3

Xq Xs Xg
1 2 0
0 i
0 2+ 0
0 2 0
Matrix P(10)

Xg

0
0
0

1

b

i TR SR R

Adjacency test indicates Py, is adjacent to P, (corollary 3). Hence, no extreme

point can be created.

12) Stage 11. P(11) =11, h(11) = 3. We have b},

(ﬁ_

88 25_4)Ta ﬁll = {153,2’8} ’

11> 66° 66°

Np = oy UH={4} U {5,7,6}, A2, X3, X2, X3 denoted by the following matrix:

X; X
1 0
0 o
0 1

X3

X5 Xs
3
11 0
L §iy
66 66
-11 1
66 6

X

p--IH

l»—- O\"
== NN

(o)
(=)}

Xs
0
0
0

=

% &~

L=
|
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[ 40 17 -1 , 254
lo o o ®]g % & 1 | 3]
Matrix P(11)

Adjacency test indicates P;; is adjacent to Py; (corollary 1). Hence, no extreme
point can be created.

13) Stage 12. P(12) = 12, h(12)=3. We have b}, = (33, 22+, 28, 33)T, 8,, = {3,2,4,8},
Np =ap, UH={1} U {6,7,5}, A}, X}, X3, X denoted by the following matrix:

X1 X2 X3 Xa Xs X6 X7 Xg b
- 16 3 A =3 32
[ % 0 1 0 42 22 32 0 42 )
2 -1 2z A 124
42 1 0 0 2 42 2 0 42
66 18 5 204
42 0 0 1 42 0 42 0 42
-40 =23 =7 -3 38
= 0 0 0l % 7z ozm | 8 .
Matrix P(12)

End of this stage at tHe extreme point P, .

Hence, it is clear that
all the basic feasible solu-
tions are obtained and
their corresponding ex-
treme points are also creat-
ed to span the following
convex polytope (geomet-
ric graph) whose each ex-
treme point is intersected

' by n=4 lines including sol-
id and broken in 4-space.

Convex Plytope
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6. Remarks

It is clear that all the extreme points to span a convex polytope of the geometric representa-
tion are simply and easily determined by use of the theorems and corollaries in section 3.
Obviously, when the original variables are greater than three, n > 3, it is difficult to find the
geometric representation and hence, this method for determining all the basic feasible solu-
tions at their corresponding extreme points is better than the corner point method [8, p.8].
This method can not be applied for computing the optimal solution for a linear programming
problem, although its optimal solution must occure at the extreme points of its linear con-
straints to span a bounded convex polytope [1. p178]. Obviously, it does not need all the
extreme points to obtain its optimal solution, and therefore the following exmple will illu-
strate how to compute its optimal solution:

Example. Maximize f(xy, X3, X3, X4) = 5X; + 10x; + 6x3 + 2x4, subject to the linear
constraints as shown in numerical example in section 5.

Its optimal solution can be readily computed by use of only four extreme points, Py, P,,
Pg and P, as shown in four matrices P(0), P(2), P(8), and P(12) respectively in section 5, and

hence, we obtain its opimal (maximum) solution of f(x;, X, X3, X4) equal to lz—gg at the ex-

treme point Py;, whose basic feasible solution x, = 0, x; = %224— , X3 = i—% and x4 = —2492‘1 .
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