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#### Abstract

This investigation establishes the global synchronization of an array of coupled memristor-based neural networks with delays. The coupled networks that are considered can incorporate both the internal delay in each individual network and the transmission delay across different networks. The coupling scheme, which consists of a nonlinear term and a sign term, is rather general. In particular, it can be asymmetric, and admits the coexistence of excitatory and inhibitory connections. Based on an iterative approach, the problem of synchronization is transformed into solving a corresponding linear system of algebraic equations. Subsequently, the respective synchronization criteria, which depend on whether the transmission delay exists, are derived respectively. Three examples are given to illustrate the effectiveness of the theories presented in this paper. The synchronization of the systems in two examples cannot be handled by existing techniques.
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## 1. Introduction

Over the past few decades, neural networks (NNs) have attracted considerable interest from researchers. Time delays, which occur in the transmission of a signal among neurons, are ubiquitous, and have been incorporated into neural network modeling, cf. [1]. It

[^0]is worth noting that taking delays into account in the coupling terms usually increases the mathematical complexity associated with the dynamics of a nonlinear system. The collective behavior in coupled NNs has received tremendous interest from researchers. In particular, the synchronization of coupled NNs has been extensively investigated by virtue of its wide application in different fields including secret communication [2], pattern recognition [3], and parallel image processing [4].

The memristor, which is the fourth fundamental two-terminal circuit element, was proposed by Chua [5]. The memristor was first realized as a physical device by Hewlett-Packard Laboratories [6]. The term memristor is a contraction for memory resistor, which reflects its property that the value of a memristor, known as memristance, depends on the history of the voltage across the component. It has been discovered that a memristor could mimic the human brain in that it can behave similar to a biological synapse, and thus has potential applications for building brain-like neural computers, cf. [7]. The memristor has been utilized in neural network models known as memristor-based NNs (MNNs). Contrary to conventional NNs in which the connection weights are implemented using resistors, MNNs utilize memristors to function as the synaptic connection weights. MNNs have been widely applied in many scientific fields, such as image processing, pattern recognition, and pseudorandom number generators, and have attracted increasing interests from researchers, see [8-14]. In particular, the synchronization control of coupled MNNs have potential applications including super-dense nonvolatile computer memory and neural synapses, cf. [15,16].

Many existing studies on synchronization of coupled MNNs focused on the synchronization of master-slave MNNs using control schemes. The exponential synchronization of masterslave MNNs with a linear feedback controller was established in [16-19]. The studies in [15,20-22] established the synchronization of master-slave MNNs by imposing feedback controllers that have a linear term and a sign function. Studies on the adaptive synchronization of master-slave MNNs can be found in [20,21,23-25]. The studies in [26,27] established the synchronization of master-slave MNNs with state coupling and output coupling, where Guo et al. [27] also considered dynamic state coupling and dynamic output coupling. The exponential synchronization of master-slave MNNs with periodically intermittent control was investigated in [28]. Studies on the synchronization of stochastic master-slave MNNs can be found in $[29,30]$. Studies on the lag synchronization of master-slave MNNs can be found in [24,31]. The work in [32] established the existence of periodic solutions and synchronization for master-slave MNNs. The paper [33] studied the general decay synchronization of master-slave MNNs. Master-slave synchronization has promising applications including the control of chaos and chaotic signal masking, cf. [34]. On the other hand, the synchronization of multiple (more than two) networks has promising applications in information processing and cognition behavior of the brain, cf. [35]. The literature contains far fewer studies on the synchronization of multiple MNNs than on master-slave MNNs. In terms of research on the synchronization of multiple MNNs, the studies in [36] and [37] established the global synchronization of multiple MNNs coupled under linear couplings and couplings that have a linear term and a sign function, respectively. The robust synchronization of multiple MNNs with nonidentical uncertain parameters was also studied in [38]. The synchronization of an array of linearly coupled MNNs with impulses and delays was investigated in [39]. The work in [40] established the synchronization of multiple linearly coupled stochastic MNNs with probabilistic delay coupling and impulsive delay.

A survey of existing studies on synchronization of coupled MNNs indicates that many coupled networks that were considered are with linear couplings [16-19,28,36,39,40], or with
couplings consisting of a linear term and a sign function term [15,20-22,30,31,37,38]. In addition, the coupled networks that were considered commonly have internal time delays within individual networks, and have no transmission delays across different networks, cf. [15,17-23,25-28,36,38,39]. Thus, the global synchronization of MNNs coupled under general coupling schemes still deserves to be further investigated.

A single MNN model using memristors in the circuit implementation of the neural network connections can be described as follows (cf. [22,28]):
$\dot{x}_{k}(t)=-d_{k} x_{k}(t)+\sum_{l \in \mathcal{K}}\left[a_{k l}\left(x_{l}(t)\right) f_{l}\left(x_{l}(t)\right)+b_{k l}\left(x_{l}\left(t-\tau_{l}\right)\right) f_{l}\left(x_{l}\left(t-\tau_{l}\right)\right)\right]+I_{k}(t)$
with

$$
\begin{aligned}
& a_{k l}\left(x_{l}(t)\right)=\frac{\mathbf{M}_{k l}}{\mathbf{C}_{k}} \times \operatorname{sgn}_{k l}, \quad b_{k l}\left(x_{l}\left(t-\tau_{l}\right)\right)=\frac{\tilde{\mathbf{M}}_{k l}}{\mathbf{C}_{k}} \times \operatorname{sgn}_{k l}, \\
& \operatorname{sgn}_{k l}= \begin{cases}1, & k \neq l, \\
-1, & k=l,\end{cases}
\end{aligned}
$$

for $t \geq t_{0}$ and $k \in \mathcal{K}:=\{1, \ldots, K\}$, where $x_{k}(t)$ corresponds to the voltage of capacitor $\mathbf{C}_{k}$ at time $t ; d_{k}>0$ represents the neuron self-inhibition rate; $\tau_{l} \geq 0, l \in \mathcal{K}$, denote the internal delays; and $f_{l}, l \in \mathcal{K}$, are the neuron activation functions which are continuous and satisfy
$\left|f_{l}(\xi)-f_{l}(\eta)\right| \leq \bar{v}_{l}^{f}|\xi-\eta|$ for all $\xi, \eta \in \mathbb{R}$.
Here, $I_{k}(t)$ denotes the external input to the $k$ th neuron at time $t$ and satisfies
$\left|I_{k}(t)\right| \leq \bar{I}_{k}$ for all $t \geq t_{0}$.
Further, $\mathbf{M}_{k l}$ and $\tilde{\mathbf{M}}_{k l}$ are the memductances of memristors $\mathbf{R}_{k l}$ and $\tilde{\mathbf{R}}_{k l}$, respectively, where $\mathbf{R}_{k l}$ denotes the memristor between $f_{l}\left(x_{l}(t)\right)$ and $x_{k}(t)$; $\tilde{\mathbf{R}}_{k l}$ represents the memristor between $f_{l}\left(x_{l}\left(t-\tau_{l}\right)\right)$ and $x_{k}(t) . a_{k l}(\cdot)$ and $b_{k l}(\cdot)$ are the synaptic connection weights implemented using memristors without and with delays, respectively. Several types of memristors have been reported in the literature. Here, according to the feature of the memristor and currentvoltage characteristic, $a_{k l}(\cdot)$ and $b_{k l}(\cdot)$ are described by
$a_{k l}\left(x_{l}(t)\right)= \begin{cases}a_{k l}^{\prime}, & \left|x_{l}(t)\right|<T_{l}, \\ a_{k l}^{\prime \prime}, & \left|x_{l}(t)\right|>T_{l}, \quad b_{k l}\left(x_{l}\left(t-\tau_{l}\right)\right)=\left\{\begin{array}{ll}b_{k l}^{\prime}, & \left|x_{i l}\left(t-\tau_{l}\right)\right|<T_{l}, \\ a_{k l}^{\prime}, \text { or } a_{k l}^{\prime \prime}, & \left|x_{l}(t)\right|=T_{l},\end{array}, \quad\left|x_{i l}\left(t-\tau_{l}\right)\right|>T_{l},\right. \\ b_{k l}^{\prime \prime}, & \text { or } b_{k l}^{\prime \prime}, \\ b_{k l}^{\prime}\left(t-\tau_{l}\right) \mid=T_{l},\end{cases}$
in which switching jumps $T_{l} \geq 0$ and $a_{k l}^{\prime}, a_{k l}^{\prime \prime}, b_{k l}^{\prime}, b_{k l}^{\prime \prime} \in \mathbb{R}$ are constants relating to memristances, cf. [23,28]. More information about the circuit realization and physical properties of memristors can be found in [18,19,21-23,30,37-40]. In this paper, we consider an array of $N$ coupled MNNs as follows:

$$
\begin{align*}
\dot{x}_{i, k}(t)= & -d_{k} x_{i, k}(t)+\sum_{l \in \mathcal{K}}\left[a_{k l}\left(x_{i, l}(t)\right) f_{l}\left(x_{i, l}(t)\right)+b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right) f_{l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \\
& +I_{k}(t)+U_{i, k}(t) \tag{4}
\end{align*}
$$

with
$a_{k l}\left(x_{i, l}(t)\right)= \begin{cases}a_{k l}^{\prime}, & \left|x_{i, l}(t)\right|<T_{l}, \\ a_{k l}^{\prime \prime}, & \left|x_{i, l}(t)\right|>T_{l}, \quad b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right) \\ a_{k l}^{\prime} \text { or } a_{k l}^{\prime \prime}, & \left|x_{i, l}(t)\right|=T_{l},\end{cases}$

$$
\begin{gather*}
= \begin{cases}b_{k l}^{\prime}, & \left|x_{i, l}\left(t-\tau_{l}\right)\right|<T_{l}, \\
b_{k l}^{\prime \prime}, & \left|x_{i, l}\left(t-\tau_{l}\right)\right|>T_{l}, \\
b_{k l}^{\prime}, \text { or } b_{k l}^{\prime \prime}, & \left|x_{i, l}\left(t-\tau_{l}\right)\right|=T_{l},\end{cases}  \tag{5}\\
U_{i, k}(t)=\gamma_{k} \sum_{j \in \mathcal{N}} w_{i j}\left[h_{k}\left(x_{j, k}\left(t-\tau_{T}\right)\right)-h_{k}\left(x_{i, k}(t)\right)+s\left(x_{j, k}(t)-x_{i, k}(t)\right)\right] \tag{6}
\end{gather*}
$$

for $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{x}:=\{(j, l): j \in \mathcal{N}, l \in \mathcal{K}\}$, where $\mathcal{A}_{x}$ is the subscript set of $x_{i, k}$ and $\mathcal{N}:=\{1, \ldots, N\} ;\left(x_{i, 1}(t), x_{i, 2}(t), \ldots, x_{i, K}(t)\right)^{T}$ is the state of the $i$ th MNN; $U_{i, k}(t)$ represents the coupling term for $x_{i, k}$ at time $t$, in which $\gamma_{k} \geq 0$ signifies the coupling strength; $w_{i j} \in \mathbb{R}$ is the coupling coefficient from the $j$ th network to the $i$ th network; $h_{k}$ is a smooth and nondecreasing function; $\tau_{T} \geq 0$ represents the transmission delay across different networks; $s(\cdot)$ is defined by
$s(\xi)=\bar{s} \times \operatorname{sign}(\xi):=\bar{s} \times \begin{cases}1, & \xi>0, \\ -1, & \xi<0, \\ 0, & \xi=0,\end{cases}$
for some $\bar{s} \geq 0$. For later use, from Eq. (5), we define
$\left\{\begin{array}{l}\hat{a}_{k l}:=\max \left\{a_{k l}^{\prime}, a_{k l}^{\prime \prime}\right\}, \check{a}_{k l}:=\min \left\{a_{k l}^{\prime}, a_{k l}^{\prime \prime}\right\}, \hat{b}_{k l}:=\max \left\{b_{k l}^{\prime}, b_{k l}^{\prime \prime}\right\}, \check{b}_{k l}:=\min \left\{b_{k l}^{\prime}, b_{k l}^{\prime \prime}\right\}, \\ \bar{a}_{k l}:=\max \left\{\left|a_{k l}^{\prime}\right|,\left|a_{k l}^{\prime \prime}\right|\right\}, d_{k l}^{a}:=\hat{a}_{k l}-\check{a}_{k l}, \bar{b}_{k l}:=\max \left\{\left|b_{k l}^{\prime}\right|,\left|b_{k l}^{\prime \prime}\right|\right\}, d_{k l}^{b}:=\hat{b}_{k l}-\check{b}_{k l} .\end{array}\right.$
In the literature, many investigations considered coupled MNNs that are in the form of system (4) or its similar form. Among these studies, many memristor types considered are in the form of Eq. (5), or its similar forms, see [15-17,19,21-23,26,28,40]. The approach presented in this paper can be applied to other types of memristors other than those mentioned above, such as those considered in [20,27,30,36-39]. The coupling terms $U_{i, k}(t)$ in system (4) are with a sign function $\operatorname{sign}(\cdot)$. The concept of including the sign function in the coupling scheme to synchronize coupled MNNs was reported in many studies, see [15,20-22,27,29$32,37,38]$. The studies in [15,20-22,37,38] considered controllers or coupling functions in the form of $U_{i, k}(t)$ in Eq. (6), with linear function $h_{k}$ and without transmission delay ( $\tau_{T}=0$ ). The matrix $W:=\left[w_{i j}\right]_{1 \leq i, j \leq N}$ is referred to as a connection matrix. The connection from the $j$ th network to the $i$ th network is excitatory if $w_{i j}>0$, and inhibitory if $w_{i j}<0$. In the literature, the connection matrices considered for synchronization of multiple MNNs commonly satisfy the condition that all nonzero off-diagonal entries have the same signs, cf. [36-40]. It is worth noting that such a condition is not necessary for the approach presented in this paper.

It is known that MNNs, such as system (4), are differential equations with discontinuous right-hand sides, in which solutions in the conventional sense may not exist, cf. [15,19,20,28,36]. Based on the Filippov regularization approach, differential equations with discontinuous right-hand sides can be transformed into differential inclusions, cf. [1,41]. By utilizing the theories of set-valued maps of differential inclusions [41-43], many studies investigated the dynamics of MNNs under the framework of a Filippov solution [41]; for examples, see [15-17,19-23,26,28,29,32,36,40]. We denote in this paper, $I x=\{a x: a \in I\}$, $I+J=\{a+b: a \in I, b \in J\}$, and $I-J=\{a-b: a \in I, b \in J\}$ for sets $I, J \subseteq \mathbb{R}$ and a real number $x \in \mathbb{R}$. By considering the solutions of the system (4) in the Filippov sense, system
(4) can be written as the following differential inclusions:

$$
\begin{align*}
\dot{x}_{i, k}(t) \in- & d_{k} x_{i, k}(t)+\sum_{l \in \mathcal{K}}\left[\operatorname{co}\left[a_{k l}\left(x_{i, l}(t)\right)\right] f_{l}\left(x_{i, l}(t)\right)+\operatorname{co}\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \\
& +I_{k}(t)+U_{i, k}(t) \tag{9}
\end{align*}
$$

for almost everywhere (a. e.) $t \geq t_{0}$ and all $(i, k) \in \mathcal{A}_{x}$, where each $x_{i, k}(t)$ is an absolutely continuous function on any compact interval of $\left[t_{0}, \infty\right)$, and

$$
\begin{aligned}
\operatorname{co}\left[a_{k l}\left(x_{i, l}(t)\right)\right] & = \begin{cases}a_{k l}^{\prime}, & \left|x_{i, l}(t)\right|<T_{l}, \\
a_{k l}^{\prime \prime}, & \left|x_{i, l}(t)\right|>T_{l}, \quad c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \\
{\left[a_{k l}, \hat{a}_{k l}\right],} & \left|x_{i, l}(t)\right|=T_{l},\end{cases} \\
& = \begin{cases}b_{k l}^{\prime}, & \left|x_{i, l}\left(t-\tau_{l}\right)\right|<T_{l}, \\
b_{k l}^{\prime \prime}, & \left|x_{i, l}\left(t-\tau_{l}\right)\right|>T_{l}, \\
{\left[\breve{b}_{k l}, \hat{b}_{k l}\right],} & \left|x_{i, l}\left(t-\tau_{l}\right)\right|=T_{l} .\end{cases}
\end{aligned}
$$

Notably,
$c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] \subseteq\left[\check{a}_{k l}, \hat{a}_{k l}\right] \subseteq\left[-\bar{a}_{k l}, \bar{a}_{k l}\right] ; c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \subseteq\left[\check{b}_{k l}, \hat{b}_{k l}\right] \subseteq\left[-\bar{b}_{k l}, \bar{b}_{k l}\right]$
for all $t \geq t_{0},(i, k) \in \mathcal{A}_{x}$, and $l \in \mathcal{K}$. We denote by $\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ an arbitrary solution of Eq. (9), where $\mathbf{x}_{i}(t)=\left(x_{i, 1}(t), \ldots, x_{i, K}(t)\right)^{T}, i \in \mathcal{N}$. System (4) is said to attain global (complete) synchronization if
$z_{i, k}(t):=x_{i, k}(t)-x_{i+1, k}(t) \rightarrow 0$ as $t \rightarrow \infty$ for $(i, k) \in \mathcal{A}_{z}$
for every solution $\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ of Eq. (9), where $\mathcal{A}_{z}:=\{(j, l): j \in \mathcal{N}-\{N\}, l \in \mathcal{K}\}$ is the subscript set of $z_{i, k}$.

As discussed above, existing studies on synchronization of coupled MNNs commonly considered linear couplings or couplings consisting of a linear term and a sign function term. The coupled MNNs that were considered commonly have internal time delays within individual networks, and have no transmission delays across different networks. In addition, there exist far fewer studies on the synchronization of multiple MNNs than on master-slave MNNs. The studies that considered the synchronization of multiple MNNs required that all nonzero offdiagonal entries of the connection matrix have the same signs. To the best of our knowledge, the global synchronization of multiple MNNs (4) with a transmission delay or nonlinear $h_{k}$ in coupling terms $U_{i, k}(t)$, or which admits the coexistence of excitatory and inhibitory connections is not yet established. In this paper, we develop a novel approach to establish the global synchronization of multiple MNNs (4). In the proposed approach, system (4) can involve both the internal time delays within individual networks and transmission delays across different networks. The function $h_{k}$ in the coupling term $U_{i, k}(t)$ can be nonlinear. Moreover, the offdiagonal entries of connection matrix can have mixed signs; hence, the coupling scheme can admit the coexistence of excitatory and inhibitory connections. The paper is organized as follows. Section 2 provides the basis for investigating the global synchronization of system (4). In Section 2.1, analyses of the asymptotic behavior of a type of scalar differential inequality and a type of scalar differential equation are presented. We establish the global dissipativity of system (4) in Section 2.2. Herein, the global dissipativity is a property that indicates the existence of a globally attracting set for a system, cf. [10]. A system of differential equations
associated with the synchronization of system (4) is derived in Section 2.3. We establish the global synchronization of system (4) in Section 3. Section 4 demonstrates the theories presented using three numerical examples. The paper is concluded in Section 5.

## 2. Preliminaries.

In this paper, for a real-valued function $y(t)$ and an interval $[a, b]$, we say that $y(t) \rightarrow[a$, $b]$ as $t \rightarrow \infty$ if $\operatorname{dist}(y(t),[a, b])$ tends to zero as $t \rightarrow \infty$, or equivalently, $a \leq \liminf _{t \rightarrow \infty} y(t) \leq$ $\lim \sup _{t \rightarrow \infty} y(t) \leq b$, where $\operatorname{dist}(y(t),[a, b]):=\inf \{|y(t)-\zeta|: \zeta \in[a, b]\}$ is referred to as the distance from $y(t)$ to $[a, b]$. For a function $f(t)$, to indicate the magnitude of $f(t)$ at time $t$ subsequent to $T$, we set $|f|^{\max }(T):=\sup \{|f(t)|: t \geq T\}$ for $T \geq t_{0}$. Notably, $|f|^{\max }\left(T_{1}\right) \leq|f|^{\max }\left(T_{2}\right)$ if $T_{1}>T_{2}$. We further set $|f|^{\max }(\infty):=\lim _{T \rightarrow \infty}|f|^{\max }(T)$.

### 2.1. A differential inequality and a differential equation.

Let us now introduce a type of differential inequality. Assume that $g^{ \pm}$are strictly decreasing real-valued functions, with $g^{-}(\xi) \leq g^{+}(\xi)$ for all $\xi \in \mathbb{R}$, and have unique zeros at $q^{ \pm}$. Let $u(t)$ be an absolutely continuous function on any compact interval of $\left[t_{0}, \infty\right)$ that satisfies
$g^{-}(u(t)) \leq \dot{u}(t) \leq g^{+}(u(t))$ for a.e. $t \geq \bar{t} \geq t_{0}$.
Proposition 2.1. If $u(t)$ satisfies (11), then $u(t) \rightarrow\left[q^{-}, q^{+}\right]$as $t \rightarrow \infty$.
Proof. Recall that $g^{+}$is a strictly decreasing function, and has a unique zero at $q^{+}$. If $u(t) \in$ $\left(q^{+}, \infty\right)$ for $t \in\left[t_{1}, t_{2}\right]$, where $t_{2}>t_{1} \geq \bar{t}$, then $g^{+}(u(t))<0$ for $t \in\left[t_{1}, t_{2}\right]$, and
$u\left(\tilde{t}_{2}\right)-u\left(\tilde{t}_{1}\right)=\int_{\tilde{t}_{1}}^{\tilde{t}_{2}} \dot{u}(s) d s \leq \int_{\tilde{t}_{1}}^{\tilde{t}_{2}} g^{+}(u(s)) d s<0$
for all $\tilde{t}_{1}, \tilde{t}_{2} \in\left[t_{1}, t_{2}\right]$ with $\tilde{t}_{2}>\tilde{t}_{1}$. Thus, $u(t)$ is strictly decreasing if $u(t)$ remains in $\left(q^{+}, \infty\right)$. This reveals that $(-\infty, q]$ is a positively invariant set for $u(t)$ for any $q \geq q^{+}$. Suppose that $u(t) \in\left(q^{+}, \infty\right)$ for $t=t_{3} \in(\bar{t}, \infty)$, then for an arbitrary $\epsilon>0$ with $\epsilon<u\left(t_{3}\right)-q^{+}$, let us claim that $u(t)$ eventually enters, and then remains in $\left(-\infty, q^{+}+\epsilon\right]$. Assume otherwise that $u(t) \in\left(q^{+}+\epsilon, \infty\right)$ for all $t \geq t_{3}$. Then, it follows that
$u(t)=u\left(t_{3}\right)+\int_{t_{3}}^{t} \dot{u}(s) d s \leq u\left(t_{3}\right)+\int_{t_{3}}^{t} g^{+}(u(s)) d s \leq u\left(t_{3}\right)+\int_{t_{3}}^{t} g^{+}\left(q^{+}+\epsilon\right) d s$
for $t>t_{3}$, which contradicts $u(t) \in\left(q^{+}+\epsilon, \infty\right)$ since $\int_{t_{3}}^{t} g^{+}\left(q^{+}+\epsilon\right) d s \downarrow-\infty$ as $t \rightarrow \infty$. From the above arguments, it follows that $\lim \sup _{t \rightarrow \infty} u(t) \leq q^{+}$. Applying similar arguments reveals that $\liminf _{t \rightarrow \infty} u(t) \geq q^{-}$.

Next, let us introduce a type of scalar differential equation. Let $z(t)$ be an absolutely continuous function on any compact interval of $\left[t_{0}, \infty\right)$, and satisfy that there exist some $\bar{\tau}, \tilde{q}, \bar{q} \geq 0$, with $0<\tilde{q}<\bar{q}$, and some $\tilde{t}_{0} \geq t_{0}+\bar{\tau}$, such that
$z(t) \in[-2 \bar{q}, 2 \bar{q}]$ if $t \geq \tilde{t}_{0}-\bar{\tau}, \quad$ and $z(t) \rightarrow[-2 \tilde{q}, 2 \tilde{q}] \subset[-2 \bar{q}, 2 \bar{q}]$ as $t \rightarrow \infty$.
Consider that $z(t)$ satisfies the scalar differential equation:
$\dot{z}(t)=-\lambda \operatorname{sign}(z(t))+\alpha(t) z(t)+\beta(t) z\left(t-\tau_{\beta}\right)+\gamma(t) z\left(t-\tau_{\gamma}\right)+w(t)+e(t)$
for a. e. $t \geq t_{0}$, where $\tau_{\beta}, \tau_{\gamma} \in[0, \bar{\tau}], \operatorname{sign}(\cdot)$ is defined in Eq. (7), $w(t)$ is a bounded function, and
$\alpha(t) \in[\check{\alpha}, \hat{\alpha}], \beta(t) \in[-\bar{\beta}, \bar{\beta}], \gamma(t) \in[-\bar{\gamma}, \bar{\gamma}],|e(t)| \leq \lambda$ for $t \geq \tilde{t}_{0}$,
where $\bar{\beta}, \bar{\gamma}, \lambda \geq 0$, and $\check{\alpha}, \hat{\alpha} \in \mathbb{R}$.
Lemma 2.1. If $z(t)$ satisfies Eq. (13), then
$\dot{z}(t) \leq \alpha(t) z(t)+\beta(t) z\left(t-\tau_{\beta}\right)+\gamma(t) z\left(t-\tau_{\gamma}\right)+w(t)+ \begin{cases}0, & z(t)>0, \\ \lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & z(t) \leq 0,\end{cases}$
$\dot{z}(t) \geq \alpha(t) z(t)+\beta(t) z\left(t-\tau_{\beta}\right)+\gamma(t) z\left(t-\tau_{\gamma}\right)+w(t)- \begin{cases}0, & z(t)<0, \\ \lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & z(t) \geq 0,\end{cases}$
for a. e. $t \geq \tilde{t}_{0}$.
Proof. Recall that $|e(t)| \leq \lambda$ for all $t \geq \tilde{t}_{0}$, which implies $-\lambda+|e|^{\max }\left(\tilde{t}_{0}\right) \leq 0$. Subsequently, as seen from Eq. (13), it can be directly observed that Eqs. (15) and (16) hold.

Define
$\hat{h}(\xi):=2 \bar{q}(\bar{\beta}+\bar{\gamma})+|w|^{\max }\left(\tilde{t}_{0}\right)+ \begin{cases}\hat{\alpha} \xi, & \xi>0, \\ \tilde{\alpha} \xi+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & \xi \leq 0,\end{cases}$
$\check{h}(\xi):=-\hat{h}(-\xi)$.
If $\hat{\alpha}<0$ and $\bar{\beta}+\bar{\gamma}>0$, then $\hat{h}(\xi) \geq \check{h}(\xi)$ for $\xi \in \mathbb{R}$; moreover, $\hat{h}$ and $\check{h}$ are strictly decreasing, and have unique zeros at $\hat{A}^{h}$ and $\check{A}^{h}$, respectively, where $\hat{A}^{h}=-\check{A}^{h}=[2 \bar{q}(\bar{\beta}+\bar{\gamma})+$ $\left.|w|^{\max }\left(\tilde{t}_{0}\right)\right] /(-\hat{\alpha})>0$. From $\hat{h}$ and $\check{h}$, the following lemma draws a preliminary estimate on the asymptotic dynamics for $z(t)$, which satisfies Eqs. (12)-(14).
Lemma 2.2. Consider $z(t)$, which satisfies Eqs. (12)-(14). If $\hat{\alpha}<0$ and $\bar{\beta}+\bar{\gamma}>0$, then there exist some sufficiently small $\varepsilon_{h}>0$ and some $T_{\varepsilon}>\tilde{t}_{0}$ such that
$\breve{h}(z(t))+\varepsilon_{h} \leq \dot{z}(t) \leq \hat{h}(z(t))-\varepsilon_{h}$ for a. e. $t \geq T_{\varepsilon}$.
Subsequently, there exists some $T_{\varepsilon}^{\prime} \geq T_{\varepsilon}+\bar{\tau}$ such that $z(t) \in\left[-\hat{A}^{h}, \hat{A}^{h}\right]$ for all $t \geq T_{\varepsilon}^{\prime}-\bar{\tau}$.
Proof. Recall from Eqs. (12)-(14) that $|\beta(t)| \leq \bar{\beta}$ and $|\gamma(t)| \leq \bar{\gamma}$ for all $t \geq \tilde{t}_{0}$, and $z(t) \rightarrow$ $[-2 \tilde{q}, 2 \tilde{q}] \subset[-2 \bar{q}, 2 \bar{q}]$ as $t \rightarrow \infty$. In addition, $\bar{\beta}+\bar{\gamma}>0$ implies $\bar{q}(\bar{\beta}+\bar{\gamma})>0$. Thus, there exist some sufficiently small $\varepsilon_{h}>0$ and some $T_{\varepsilon}>\tilde{t}_{0}$ such that $\mid \beta(t) z\left(t-\tau_{\beta}\right)+\gamma(t) z(t-$ $\left.\tau_{\gamma}\right) \mid<2 \bar{q}(\bar{\beta}+\bar{\gamma})-\varepsilon_{h}$ for $t \geq T_{\varepsilon}$. Accordingly, it follows from Lemma 2.1 that
$\dot{z}(t) \leq 2 \bar{q}(\bar{\beta}+\bar{\gamma})+|w|^{\max }\left(\tilde{t}_{0}\right)-\varepsilon_{h}+ \begin{cases}\hat{\alpha} z(t), & z(t)>0, \\ \tilde{\alpha} z(t)+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & z(t) \leq 0,\end{cases}$
which yields that $\dot{z}(t) \leq \hat{h}(z(t))-\varepsilon_{h}$ for a. e. $t \geq T_{\varepsilon}$. That $\dot{z}(t) \geq \check{h}(z(t))+\varepsilon_{h}$ for a. e. $t \geq T_{\varepsilon}$ can be verified similarly. We hence verify Eq. (17). Applying Proposition 2.1 and Eq. (17) reveals that $z(t) \rightarrow\left[\check{A}_{\varepsilon}^{h}, \hat{A}_{\varepsilon}^{h}\right]$ as $t \rightarrow \infty$, where $\hat{A}_{\varepsilon}^{h}$ (resp., $\check{A}_{\varepsilon}^{h}$ ) is the unique solution of $\hat{h}(\cdot)-\varepsilon_{h}=0$ (resp., $\check{h}(\cdot)+\varepsilon_{h}=0$ ). Recall that $\left[\check{A}_{\varepsilon}^{h}, \hat{A}_{\varepsilon}^{h}\right] \subset\left[-\hat{A}^{h}, \hat{A}^{h}\right]$. Thus, there exists some $T_{\varepsilon}^{\prime} \geq T_{\varepsilon}+\bar{\tau}$ such that $z(t) \in\left[-\hat{A}^{h}, \hat{A}^{h}\right]$ for all $t \geq T_{\varepsilon}^{\prime}-\bar{\tau}$.

Let us introduce the following condition:

Condition $\left(\mathrm{S}_{0}\right):-\hat{\alpha}-\bar{\beta}-\bar{\gamma}-|w|^{\max }\left(\tilde{t}_{0}\right) /(2 \bar{q})>0$.
We note that conditions ( $\mathrm{S}_{0}$ ) and $\bar{\beta}+\bar{\gamma}>0$ imply $\hat{\alpha}<0$ and $(\bar{\beta}+\bar{\gamma}) \hat{A}^{h}<2 \bar{q}(\bar{\beta}+\bar{\gamma})$; hence, there exists an $\varepsilon_{0}>0$ with $\varepsilon_{0}<\varepsilon_{h}$ such that
$(\bar{\beta}+\bar{\gamma}) \hat{A}^{h}+\varepsilon_{0}<2 \bar{q}(\bar{\beta}+\bar{\gamma})$.
For each $T \geq t_{0}$, we introduce the following functions:
$\hat{h}^{(0)}(\xi, T):=(\bar{\beta}+\bar{\gamma}) \hat{A}^{h}+|w|^{\max }(T)+\varepsilon_{0}+ \begin{cases}\hat{\alpha} \xi, & \xi>0, \\ \alpha, \lambda+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & \xi \leq 0,\end{cases}$
$\check{h}^{(0)}(\xi, T):=-\hat{h}^{(0)}(-\xi, T)$.
From Eq. (18) and $|w|^{\max }(T) \leq|w|^{\max }\left(\tilde{t}_{0}\right)$ for $T \geq \tilde{t}_{0}$, it follows that
$\check{h}(\xi)<\check{h}^{(0)}(\xi, T)<\hat{h}^{(0)}(\xi, T)<\hat{h}(\xi)$
for all $\xi \in \mathbb{R}$ and $T \geq \tilde{t}_{0}$, under the conditions $\left(\mathrm{S}_{0}\right)$ and $\bar{\beta}+\bar{\gamma}>0$. Let $\check{p}^{(0)}(T)$ (resp., $\hat{p}^{(0)}(T)$ ) be the unique solution of $\check{h}^{(0)}(\cdot, T)=0$ (resp., $\hat{h}^{(0)}(\cdot, T)=0$ ). Notably, $\check{p}^{(0)}(T)=$ $-\hat{p}^{(0)}(T)<0$ and $\left[-\hat{p}^{(0)}(T), \hat{p}^{(0)}(T)\right] \subset\left[-\hat{A}^{h}, \hat{A}^{h}\right]$ for all $T \geq \tilde{t}_{0}$.

Lemma 2.2 shows a preliminary estimate on the asymptotic dynamics for $z(t)$ based on Eq. (17). Therein, Eq. (17) refers to an estimation on $\dot{z}(t)$ via the lower bound $\check{h}(\cdot)+\varepsilon_{h}$ and upper bound $\hat{h}(\cdot)-\varepsilon_{h}$. Based on Eqs. (19) and (20), the following lemma reveals that $\breve{h}^{(0)}(\cdot, T)+\varepsilon_{0}$ and $\hat{h}^{(0)}(\cdot, T)-\varepsilon_{0}$ provide lower and upper bounds finer than $\check{h}(\cdot)+\varepsilon_{h}$ and $\hat{h}(\cdot)-\varepsilon_{h}$, respectively, for the dynamics of $z(t)$, as time increases.

Lemma 2.3. Consider $z(t)$, which satisfies Eqs. (12)-(14). If conditions ( $S_{0}$ ) and $\bar{\beta}+\bar{\gamma}>0$ hold, then for an arbitrary fixed $T \geq T_{\varepsilon}^{\prime}$, there exists some $T_{0} \geq T$ such that
$\check{h}^{(0)}(z(t), T)+\varepsilon_{0} \leq \dot{z}(t) \leq \hat{h}^{(0)}(z(t), T)-\varepsilon_{0}$
for a. e. $t \geq T_{0}$. Hence, there exists some $T_{1} \geq T_{0}+\bar{\tau}$ such that $z(t) \in\left[-\hat{p}^{(0)}(T), \hat{p}^{(0)}(T)\right]$ for all $t \geq T_{1}-\bar{\tau}$. Herein, $T_{\varepsilon}^{\prime}$ and $\varepsilon_{0}$ are introduced in Lemma 2.2 and Eq. (18), respectively.

Proof. Fix an arbitrary $T \geq T_{\varepsilon}^{\prime}$. By Lemma 2.2, we obtain that $z(s) \in\left[-\hat{A}^{h}, \hat{A}^{h}\right]$ for all $s \geq$ $T_{0}-\bar{\tau}$ if $T_{0} \geq T$. Consequently, applying Lemma 2.1 yields that
$\dot{z}(t) \leq(\bar{\beta}+\bar{\gamma}) \hat{A}^{h}+|w|^{\max }(T)+ \begin{cases}\hat{\alpha} z(t), & z(t)>0, \\ \alpha \tilde{\alpha} z(t)+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & z(t) \leq 0,\end{cases}$
which yields $\dot{z}(t) \leq \hat{h}^{(0)}(z(t), T)-\varepsilon_{0}$ for a. e. $t \geq T_{0}$. Similarly, $\dot{z}(t) \geq \check{h}^{(0)}(z(t), T)+\varepsilon_{0}$ for a. e. $t \geq T_{0}$ can be verified. Thus, there exists some $T_{0} \geq T$ such that Eq. (20) holds. Applying Proposition 2.1 and Eq. (20) yields that $z(t) \rightarrow\left[\check{p}_{\varepsilon}^{(0)}(T), \hat{p}_{\varepsilon}^{(0)}(T)\right]$ as $t \rightarrow \infty$, where $\check{p}_{\varepsilon}^{(0)}(T)$ (resp., $\left.\hat{p}_{\varepsilon}^{(0)}(T)\right)$ is the unique solution of $\check{h}^{(0)}(\cdot, T)+\varepsilon_{0}=0$ (resp., $\hat{h}^{(0)}(\cdot, T)-\varepsilon_{0}=0$ ). Notably, $\left[\check{p}_{\varepsilon}^{(0)}(T), \hat{p}_{\varepsilon}^{(0)}(T)\right] \subset\left[-\hat{p}^{(0)}(T), \hat{p}^{(0)}(T)\right]$. Thus, there exists some $T_{1} \geq T_{0}+\bar{\tau}$ such that $z(t) \in\left[-\hat{p}^{(0)}(T), \hat{p}^{(0)}(T)\right]$ for $t \geq T_{1}-\bar{\tau}$.

Lemmas 2.2 and 2.3 demonstrate the formulation of lower and upper bounds for the dynamics of $z(t)$, which satisfies Eqs. (12)-(14) in succession. In the same spirit, we shall formulate finer lower and upper bounds iteratively to capture the asymptotic dynamics of $z(t)$. Now, let us set a decreasing sequence $\left\{\varepsilon_{k}\right\}_{k=1}^{\infty}$ with $\varepsilon_{1}<\varepsilon_{0}$ and that $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$. We
then define the following functions iteratively. For $k \in \mathbb{N}$ and $T \geq t_{0}$,
$\hat{h}^{(k)}(\xi, T):=(\bar{\beta}+\bar{\gamma}) \hat{p}^{(k-1)}(T)+|w|^{\max }(T)+\varepsilon_{k}+ \begin{cases}\hat{\alpha} \xi, & \xi>0, \\ \check{\alpha} \xi+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & \xi \leq 0,\end{cases}$
$\check{h}^{(k)}(\xi, T):=-\hat{h}^{(k)}(-\xi, T)$,
where $\hat{p}^{(k-1)}(T)>0$ is the unique solution of $\hat{h}^{(k-1)}(\cdot, T)=0$. Notably, $\check{p}^{(k)}(T):=-\hat{p}^{(k)}(T)$ is the unique solution of $\breve{h}^{(k)}(\cdot, T)=0$. Functions $\hat{h}^{(k)}(\cdot, T)$ and $\breve{h}^{(k)}(\cdot, T)$ are formulated to provide more delicate control on the dynamics of $z(t)$ as $k$ or $T$ increases. More precisely, $\hat{h}^{(k)}(\cdot, T)$ (resp. $\check{h}^{(k)}(\cdot, T)$ ) decreases (resp. increases) with respect to $k$ and $T$; accordingly, $\left[\check{p}^{(k)}(T), \hat{p}^{(k)}(T)\right]=\left[-\hat{p}^{(k)}(T), \hat{p}^{(k)}(T)\right]$ shrinks to some interval, say $[-\bar{p}, \bar{p}]$, as $k \rightarrow \infty$ and $T \rightarrow \infty$. Moreover, it can be shown that for each $T \geq T_{\varepsilon}^{\prime}$ and $k \in \mathbb{N}$, $z(t) \rightarrow\left[-\hat{p}^{(k)}(T), \hat{p}^{(k)}(T)\right]$ as $t \rightarrow \infty$. Consequently, $z(t) \rightarrow[-\bar{p}, \bar{p}]$ as $t \rightarrow \infty$. We summarize these properties in the following lemma and proposition.
Lemma 2.4. Assume that conditions ( $S_{0}$ ) and $\bar{\beta}+\bar{\gamma}>0$ hold. Then, for each $T \geq t_{0}$, the sequences $\left\{\hat{p}^{(k)}(T)\right\}_{k \geq 0}$ can be defined iteratively, where $\hat{p}^{(k)}(T)>0$. Moreover, (i) for any fixed $k \in \mathbb{N} \cup\{0\}, \hat{p}^{(k)}(T)$ is decreasing with respect to $T \geq t_{0}$; (ii) for any $T \geq t_{0}$, there exists $p(T) \geq 0$ such that $\hat{p}^{(k)}(T) \rightarrow p(T)$ decreasingly as $k \rightarrow \infty$; (iii) there exists $\bar{p} \geq 0$ such that $p(T) \rightarrow \bar{p}$ decreasingly as $T \rightarrow \infty$; (iv) $0 \leq p(T) \leq|w|^{\max }(T) /(-\hat{\alpha}-\bar{\beta}-\bar{\gamma})$ for any $T \geq t_{0}$; (v) $\cap_{T \geq t_{0}}[-p(T), p(T)]=[-\bar{p}, \bar{p}]$, and $0 \leq \bar{p} \leq|w|^{\max }(\infty) /(-\hat{\alpha}-\bar{\beta}-\bar{\gamma})$.

Proof. Assume that condition $\left(\mathrm{S}_{0}\right)$ holds. By mathematical induction and Eq. (19), we can show that
$\hat{h}^{(k)}(\xi, T) \leq \hat{h}^{(k-1)}(\xi, T)<\hat{h}(\xi)$ for all $\xi \in \mathbb{R}, k \in \mathbb{N}$, and $T \geq t_{0}$.
As $\hat{h}^{(k)}(\cdot, T)$ is the vertical shift of $\hat{h}(\cdot)$ and $\lim _{\xi \rightarrow 0^{+}} \hat{h}^{(k)}(\xi, T) \geq \varepsilon_{k}>0, \hat{p}^{(k)}(T)$ is well defined, with $0<\hat{p}^{(k)}(T)<\hat{A}^{h}$, for all $k \in \mathbb{N} \cup\{0\}$ and $T \geq t_{0}$ recalling Eq. (21). Recall that the term $|w|^{\max }(T)$ in $\hat{h}^{(k)}(\cdot, T)$ satisfies
$|w|^{\max }\left(T_{1}\right) \leq|w|^{\max }\left(T_{2}\right)$ if $T_{1} \geq T_{2}$.
By Eqs. (21) and (22), $\hat{p}^{(k)}(T)$ is decreasing with respect to both $T$ and $k$, which yields assertions (i)-(iii). Obviously, assertion (v) follows from assertions (iii) and (iv).

Next, let us verify assertion (iv) to complete the proof. It is obvious that $0 \leq p(T)<$ $\hat{A}^{h}$ for $T \geq t_{0}$. Below, let us assume that $p(T)>0$ since assertion (iv) holds if $\bar{p}(T)=0$. For any fixed $T \geq t_{0},\left\{\left.\hat{h}^{(k)}(\cdot, T)\right|_{\mathcal{I}_{\mathrm{n}}}\right\}_{k \geq 1}$ and $\left\{\left.\hat{h}^{(k)}(\cdot, T)\right|_{\mathcal{I}_{\mathrm{p}}}\right\}_{k \geq 1}$, where $\mathcal{I}_{\mathrm{n}}:=\left[-\hat{A}^{h},-p(T)\right]$ and $\mathcal{I}_{\mathrm{p}}:=\left[p(T), \hat{A}^{h}\right]$, are uniformly bounded and equicontinuous since $\left|\hat{h}^{(k)}(\xi, T)\right| \leq \hat{h}\left(\check{A}^{h}\right)$ and $\left(\hat{h}^{(k)}\right)^{\prime}(\xi, T) \leq|\check{\alpha}|$ for $\xi \in \mathcal{I}_{\mathrm{n}} \cup \mathcal{I}_{\mathrm{p}}$ and $k \in \mathbb{N}$. In addition, $\hat{h}^{(k)}(\cdot, T)$ decreases with respect to $k$. Applying the Ascoli-Arzela Theorem, there exists a continuous function $\hat{h}^{(\infty)}(\cdot, T)$ defined on $\mathcal{I}_{\mathrm{n}} \cup \mathcal{I}_{\mathrm{p}}$ such that
$\hat{h}^{(k)}(\cdot, T) \downarrow \hat{h}^{(\infty)}(\cdot, T)$ uniformly on $\mathcal{I}_{\mathrm{n}} \cup \mathcal{I}_{\mathrm{p}}$
as $k \rightarrow \infty$. With Eq. (23), $\hat{p}^{(k)}(T) \rightarrow p(T)$, the continuity of $\left.\hat{h}^{(k)}(\cdot, T)\right|_{\mathcal{I}_{\mathrm{n}} \cup \mathcal{I}_{\mathrm{p}}}$ and $\hat{h}^{(\infty)}(\cdot)$, and the fact that $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$, we can derive the following properties for $\hat{h}^{(\infty)}(\cdot, T)$ :
$(\mathrm{P} 1): \hat{h}^{(\infty)}(\xi, T)=(\bar{\beta}+\bar{\gamma}) p(T)+|w|^{\max }(T)+ \begin{cases}\hat{\alpha} \xi, & \xi \in \mathcal{I}_{\mathrm{p}}, \\ \check{\alpha} \xi+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & \xi \in \mathcal{I}_{\mathrm{n}},\end{cases}$
$(\mathrm{P} 2): \hat{h}^{(\infty)}(p(T), T)=0$.

Applying (P1) and (P2) yields $p(T)=|w|^{\max }(T) /(-\hat{\alpha}-\bar{\beta}-\bar{\gamma})$. We have justified assertion (iv).

Proposition 2.2. Consider $z(t)$, which satisfies Eqs. (12)-(14). If condition ( $S_{0}$ ) holds, then $z(t) \rightarrow[-\bar{p}, \bar{p}]$ as $t \rightarrow \infty$, where $0 \leq \bar{p} \leq|w|^{\max }(\infty) /(-\hat{\alpha}-\bar{\beta}-\bar{\gamma})$.
Proof. Let us first consider the case $\bar{\beta}+\bar{\gamma}>0$. By the spirit in concluding Lemma 2.3, we can verify by induction that for an arbitrary fixed $T \geq T_{\varepsilon}^{\prime}$ and $n \in \mathbb{N}$, there exists an increasing sequence $\left\{T_{k}\right\}_{k=0}^{n}$, with $T_{k+1} \geq T_{k}+\bar{\tau}$ for $k=0,1, \ldots, n-1$ and $T_{0} \geq T$, such that
$\left\{\begin{array}{l}\check{h}^{(k)}(z(t), T)+\varepsilon_{k} \leq \dot{z}(t) \leq \hat{h}^{(k)}(z(t), T)-\varepsilon_{k} \text { for a. e. } t \geq T_{k}, k=0,1, \ldots, n-1, \\ z(t) \in\left[-\hat{p}^{(k)}(T), \hat{p}^{(k)}(T)\right] \text { for all } t \geq T_{k+1}-\bar{\tau}, k=0,1, \ldots, n-1 .\end{array}\right.$

Recall from Lemma 2.4 that $\hat{p}^{(k)}(T) \rightarrow p(T)$ decreasingly as $k \rightarrow \infty$, and $p(T) \rightarrow \bar{p}$ decreasingly as $T \rightarrow \infty$, where $0 \leq \bar{p} \leq|w|^{\max }(\infty) /(-\hat{\alpha}-\bar{\beta}-\bar{\gamma})$. Based on Eq. (24), we obtain that for $T \geq T_{\varepsilon}^{\prime}, z(t) \rightarrow[-p(T), p(T)]$ as $t \rightarrow \infty$. Thus, $z(t) \rightarrow[-\bar{p}, \bar{p}]$ as $t \rightarrow \infty$.

If $\bar{\beta}+\bar{\gamma}=0$, then $\beta(t)=\gamma(t) \equiv 0$, which yields that for $T \geq \tilde{t}_{0}$,
$\check{g}(z(t), T) \leq \dot{z}(t) \leq \hat{g}(z(t), T)$
for a. e. $t \geq T$, recalling Lemma 2.1, where
$\hat{g}(\xi, T):=|w|^{\max }(T)+\left\{\begin{array}{ll}\hat{\alpha} \xi, & \xi>0, \\ \check{\alpha} \xi+\lambda+|e|^{\max }\left(\tilde{t}_{0}\right), & \xi \leq 0,\end{array} \quad \check{g}(\xi, T):=-\hat{g}(-\xi, T)\right.$.
Applying Proposition 2.1 and Eq. (25) reveals that $z(t) \rightarrow[-p(T), p(T)]$ as $t \rightarrow \infty$ for $T \geq$ $\tilde{t}_{0}$, where $p(T)=|w|^{\max }(T) /(-\hat{\alpha}) \geq 0$. Notably, $p(T)$ is decreasing with respect to $T$. It follows that $z(t) \rightarrow[-\bar{p}, \bar{p}]$ as $t \rightarrow \infty$, where $0 \leq \bar{p}=\lim _{T \rightarrow \infty} p(T) \leq|w|^{\max }(\infty) /(-\hat{\alpha}-$ $\bar{\beta}-\bar{\gamma})$. Thus, the proof is completed.

### 2.2. Global dissipativity of system (4).

We first consider the following condition:
Condition (S1)*: For each $l \in \mathcal{K}$, there exist some $\bar{\rho}_{l}^{f}, \bar{\rho}_{l}^{h} \geq 0$ such that $\left|f_{l}(\xi)\right| \leq \bar{\rho}_{l}^{f}$ and $\left|h_{l}(\xi)\right| \leq \bar{\rho}_{l}^{h}$ for all $\xi \in \mathbb{R}$.

With $\bar{\rho}_{l}^{f}$ and $\bar{\rho}_{l}^{h}$ in condition (S1)*, we successively define
$\bar{q}_{k}:=\left[\bar{I}_{k}+\gamma_{k} \overline{\bar{w}}\left(2 \bar{\rho}_{k}^{h}+\bar{s}\right)+\sum_{l \in \mathcal{K}}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{\rho}_{l}^{f}\right] / d_{k}$,
$\tilde{q}_{k}:=\left[\bar{I}_{k}+\gamma_{k} \bar{\varpi}\left(2 \tilde{\rho}_{k}^{h}+\bar{s}\right)+\sum_{l \in \mathcal{K}}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \tilde{\rho}_{l}^{f}\right] / d_{k}$,
$\hat{H}_{k}:=\sup \left\{h_{k}^{\prime}(\xi): \xi \in\left[-\bar{q}_{k}, \bar{q}_{k}\right]\right\} \geq 0, \quad \check{H}_{k}:=\inf \left\{h_{k}^{\prime}(\xi): \xi \in\left[-\bar{q}_{k}, \bar{q}_{k}\right]\right\} \geq 0$
for $k \in \mathcal{K}$, where

$$
\begin{equation*}
\bar{\varpi}:=\max \left\{\sum_{j \in \mathcal{N}}\left|w_{i j}\right|: i \in \mathcal{N}\right\}, \tag{28}
\end{equation*}
$$

$$
\begin{equation*}
\tilde{\rho}_{l}^{h}:=\max \left\{\left|h_{l}(\xi)\right|: \xi \in\left[-\bar{q}_{l}, \bar{q}_{l}\right]\right\} \leq \bar{\rho}_{l}^{h}, \quad \tilde{\rho}_{l}^{f}:=\max \left\{\left|f_{l}(\xi)\right|: \xi \in\left[-\bar{q}_{l}, \bar{q}_{l}\right]\right\} \leq \bar{\rho}_{l}^{f} . \tag{29}
\end{equation*}
$$

Obviously, $\tilde{q}_{k} \leq \bar{q}_{k}$ for $k \in \mathcal{K}$. Let us consider the following condition, which is slightly stronger than (S1)*:

Condition (S1): Condition (S1)* holds, and $\tilde{q}_{k}<\bar{q}_{k}$ for all $k \in \mathcal{K}$.
The following proposition provides an estimated globally attracting region for system (4).
Proposition 2.3. Assume that condition (S1) holds. If $\mathbf{X}(t)=\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ is a solution of system (9), where $\mathbf{x}_{i}(t)=\left(x_{i, 1}(t), \ldots, x_{i, K}(t)\right)^{T}, i \in \mathcal{N}$, then
$x_{i, k}(t) \rightarrow\left[-\tilde{q}_{k}, \tilde{q}_{k}\right] \subset\left[-\bar{q}_{k}, \bar{q}_{k}\right]$ as $t \rightarrow \infty$
for all $(i, k) \in \mathcal{A}_{x}$. Thus, there exists some $\tilde{t}_{0} \geq t_{0}+\tau_{M}$ such that $x_{i, k}(t) \in\left[-\bar{q}_{k}, \bar{q}_{k}\right]$ for all $t \geq$ $\tilde{t}_{0}-\tau_{M}$ and $(i, k) \in \mathcal{A}_{x}$, where $\tau_{M}:=\max \left\{\max \left\{\tau_{l}: l \in \mathcal{K}\right\}, \tau_{T}\right\}$.

Proof. Under condition (S1), $\mathbf{X}(t)$ satisfies

$$
\left\{\begin{array}{l}
c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] f_{l}\left(x_{i, l}(t)\right) \subseteq\left[-\bar{a}_{k l} \bar{\rho}_{l}^{f}, \bar{a}_{k l} \bar{\rho}_{l}^{f}\right], c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)  \tag{30}\\
\quad \subseteq\left[-\bar{b}_{k l} \bar{\rho}_{l}^{f}, \bar{b}_{k l} \bar{\rho}_{l}^{f}\right] \\
\left|U_{i, k}(t)\right| \leq \gamma_{k} \bar{\varpi}\left(2 \bar{\rho}_{k}^{h}+\bar{s}\right)
\end{array}\right.
$$

for $t \geq t_{0},(i, k) \in \mathcal{A}_{x}$, and $l \in \mathcal{K}$ based on Eqs. (6), (7), (10), and (28). Applying Eqs. (3) and (30) reveals that $x_{i, k}(t)$, where $(i, k) \in \mathcal{A}_{x}$, satisfies
$g_{k}^{-}\left(x_{i, k}(t)\right) \leq \dot{x}_{i, k}(t) \leq g_{k}^{+}\left(x_{i, k}(t)\right)$ for a. e. $t \geq t_{0}$,
where $g_{k}^{ \pm}(\xi):=-d_{k} \xi \pm\left[\bar{I}_{k}+\gamma_{k} \bar{\omega}\left(2 \bar{\rho}_{k}^{h}+\bar{s}\right)+\sum_{l \in \mathcal{K}}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{\rho}_{l}^{f}\right]$. The functions $g_{k}^{ \pm}$are strictly decreasing and have unique zeros at $\pm \bar{q}_{k}$. Applying Proposition 2.1 and Eq. (31) yields
$x_{i, k}(t) \rightarrow\left[-\bar{q}_{k}, \bar{q}_{k}\right]$ as $t \rightarrow \infty$
for all $(i, k) \in \mathcal{A}_{x}$. From Eqs. (29) and (32), it follows that
$f_{k}\left(x_{i, k}(t)\right) \rightarrow\left[-\tilde{\rho}_{k}^{f}, \tilde{\rho}_{k}^{f}\right]$ and $h_{k}\left(x_{i, k}(t)\right) \rightarrow\left[-\tilde{\rho}_{k}^{h}, \tilde{\rho}_{k}^{h}\right]$ as $t \rightarrow \infty$
for all $(i, k) \in \mathcal{A}_{x}$, which yields that for an arbitrary $\epsilon>0$, there exists some $t_{\epsilon} \geq t_{0}$ such that
$\tilde{g}_{k}^{-}\left(x_{i, k}(t)\right)-\epsilon \leq \dot{x}_{i, k}(t) \leq \tilde{g}_{k}^{+}\left(x_{i, k}(t)\right)+\epsilon$
for a. e. $t \geq t_{\epsilon}$ and all $(i, k) \in \mathcal{A}_{x}$, where $\tilde{g}_{k}^{ \pm}(\xi):=-d_{k} \xi \pm\left[\bar{I}_{k}+\gamma_{k} \overline{\bar{\omega}}\left(2 \tilde{\rho}_{k}^{h}+\bar{s}\right)+\sum_{l \in \mathcal{K}}\left(\bar{a}_{k l}+\right.\right.$ $\left.\bar{b}_{k l}\right) \tilde{\rho}_{l}^{f}$ ] based on Eqs. (3), (6)-(10), (28), and (33). The functions $\tilde{g}_{k}^{ \pm}$are strictly decreasing and have unique zeros at $\pm \tilde{q}_{k}$. Applying Proposition 2.1, Eq. (34), and the condition (S1), we get $x_{i, k}(t) \rightarrow\left[-\tilde{q}_{k}, \tilde{q}_{k}\right] \subset\left[-\bar{q}_{k}, \bar{q}_{k}\right]$ as $t \rightarrow \infty$ for all $(i, k) \in \mathcal{A}_{x}$.

### 2.3. Differential equations associated with the synchronization of system (4).

Throughout this subsection, suppose that $\mathbf{X}(t)=\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ is an arbitrary solution of system (9), where $\mathbf{x}_{i}(t)=\left(x_{i, 1}(t), \ldots, x_{i, K}(t)\right)^{T}, i \in \mathcal{N}$; then set
$\Delta_{i, k}^{f}(t):=f_{k}\left(x_{i, k}(t)\right)-f_{k}\left(x_{i+1, k}(t)\right), \quad \Delta_{i, k}^{h}(t):=h_{k}\left(x_{i, k}(t)\right)-h_{k}\left(x_{i+1, k}(t)\right)$,
and
$\Delta_{i, k l}^{a}(t):=\operatorname{co}\left[a_{k l}\left(x_{i, l}(t)\right)\right]-\operatorname{co}\left[a_{k l}\left(x_{i+1, l}(t)\right)\right], \quad \Delta_{i, k l}^{b}(t):=\operatorname{co}\left[b_{k l}\left(x_{i, l}(t)\right)\right]-\operatorname{co}\left[b_{k l}\left(x_{i+1, l}(t)\right)\right]$
for $t \geq t_{0}-\tau_{M}, i \in \mathcal{N}-\{N\}$, and $k, l \in \mathcal{K}$, where $\tau_{M}$ is defined in Proposition 2.3. Consider $\mathbf{Z}(t)=\left(\mathbf{z}_{1}(t), \ldots, \mathbf{z}_{N-1}(t)\right)^{T}$, where $\mathbf{z}_{i}(t)=\left(z_{i, 1}(t), \ldots, z_{i, K}(t)\right)^{T}:=\mathbf{x}_{i}(t)-\mathbf{x}_{i+1}(t)$, $i=1, \ldots, N-1$. Then $\mathbf{Z}(t)$ satisfies the following differential inclusions:

$$
\begin{align*}
& \dot{z}_{i, k}(t) \in-d_{k} z_{i, k}(t)+U_{i, k}(t)-U_{i+1, k}(t)+\sum_{l \in \mathcal{K}} c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] f_{l}\left(x_{i, l}(t)\right) \\
& \quad-\sum_{l \in \mathcal{K}} c o\left[a_{k l}\left(x_{i+1, l}(t)\right)\right] f_{l}\left(x_{i+1, l}(t)\right) \\
& +\sum_{l \in \mathcal{K}} c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)-\sum_{l \in \mathcal{K}} c o\left[b_{k l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right) \tag{37}
\end{align*}
$$

for $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$. Notably, system (4) attains global synchronization if $z_{i, k}(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $(i, k) \in \mathcal{A}_{z}$. Define a synchronous set corresponding to system (4) as
$\mathcal{S}:=\left\{(\Phi, \ldots, \Phi)^{T} \in C\left(\left[-\tau_{M}, 0\right], \mathbb{R}^{N K}\right): \Phi \in C\left(\left[-\tau_{M}, 0\right], \mathbb{R}^{K}\right)\right\}$,
where $\tau_{M}$ is defined in Proposition 2.3. For a coupled system, the invariance of the synchronous set under the evolution generated by the system is a prerequisite to the synchronization of the system. We note that the invariance of $\mathcal{S}$ is guaranteed if system (4) is without a transmission delay $\left(\tau_{T}=0\right)$; however, the invariance may be lost if system (4) has a transmission delay, cf. Example 2 in Section 4. We ensure the invariance of $\mathcal{S}$ for system (4) with transmission delay by imposing the condition:
$\chi_{i}:=\sum_{j \in \mathcal{N}} w_{i j}=\chi$ for all $i \in \mathcal{N}$.
Thus, this paper considers system (4), which satisfies the condition:
Condition (S2): Eq. (39) holds if $\tau_{T} \neq 0$.
Now, let us explain the main idea of our approach to establish the global synchronization of system (4). First, we show that $\mathbf{Z}(t)$ satisfies differential equations of the form:

$$
\begin{align*}
\dot{z}_{i, k}(t)= & -\lambda_{i, k} \operatorname{sign}\left(z_{i, k}(t)\right)+\alpha_{i, k}(t) z_{i, k}(t)+\beta_{i, k}(t) z_{i, k}\left(t-\tau_{k}\right) \\
& +\gamma_{i, k}(t) z_{i, k}\left(t-\tau_{T}\right)+w_{i, k}(t)+e_{i, k}(t) \tag{40}
\end{align*}
$$

for a. e. $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$, where
$\lambda_{i, k}:=\bar{s} \gamma_{k}\left[w_{i(i+1)}+w_{(i+1) i}\right]$
with $\gamma_{k}, w_{i(i+1)}$, and $w_{(i+1) i}$ defined in Eq. (6) and $\bar{s}$ in Eq. (7). The precise formulations and properties of $\alpha_{i, k}(t), \beta_{i, k}(t), \gamma_{i, k}(t), w_{i, k}(t)$, and $e_{i, k}(t)$ are derived through Lemmas 2.5 and 2.6. Notably, each component in Eq. (40) takes the form Eq. (13). Then, applying Proposition 2.2 yields that for each $(i, k) \in \mathcal{A}_{z}$, there exists some $\bar{p}_{i, k} \geq 0$ such that $z_{i, k}(t) \rightarrow\left[-\bar{p}_{i, k}, \bar{p}_{i, k}\right]$ as $t \rightarrow \infty$. In Proposition 3.1 and Theorem 3.1, we perform an iterative argument to establish that $\bar{p}_{i, k}=0$, which yields that $z_{i, k}(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $(i, k) \in \mathcal{A}_{z}$; hence, system (4) attains global synchronization.

Using the connection matrix $W=\left[w_{i j}\right]_{1 \leq i, j \leq N}$ and $\chi_{i}$ defined in Eq. (39), we define $\tilde{W}=$ $\left[\tilde{w}_{i j}\right]_{1 \leq i, j \leq N}$, where
$\tilde{w}_{i j}= \begin{cases}w_{i i}-\chi_{i}, & i=j \in \mathcal{N}, \\ w_{i j}, & i, j \in \mathcal{N} \text { and } i \neq j .\end{cases}$
We then define the matrix $\bar{W}$ derived from $\tilde{W}$ as follows:
$\bar{W}=\left[\bar{w}_{i j}\right]_{1 \leq i, j \leq N-1}:=\mathbf{C} \tilde{W} \mathbf{C}^{T}\left(\mathbf{C} \mathbf{C}^{T}\right)^{-1}$,
where
$\mathbf{C}:\left(\begin{array}{ccccc}1 & -1 & 0 & \cdots & 0 \\ 0 & 1 & -1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & 1 & -1\end{array}\right) \in \mathbb{R}^{(N-1) \times N}$.
Referring to [44], $\bar{W}$ is well defined, and satisfies $\mathbf{C} \tilde{W}=\bar{W} \mathbf{C}$, which yields
$\sum_{j \in \mathcal{N}}\left[\tilde{w}_{i j}-\tilde{w}_{(i+1) j}\right] h_{k}\left(x_{j, k}(t)\right)=\sum_{j \in \mathcal{N}-\{N\}} \bar{w}_{i j} \Delta_{j, k}^{h}(t)$
for all $(i, k) \in \mathcal{A}_{z}$ and $t \geq t_{0}-\tau_{M}$, based on Eq. (35). From Eq. (44), we derive the following lemma.

Lemma 2.5. If condition (S2) holds, then $\mathbf{Z}(t)$ satisfies
$\dot{z}_{i, k}(t) \in-\lambda_{i, k} \operatorname{sign}\left(z_{i, k}(t)\right)+I_{i, k}^{\alpha}(t)+I_{i, k}^{\beta}(t)+I_{i, k}^{\gamma}(t)+I_{i, k}^{w}(t)+I_{i, k}^{e}(t)$
for a. e. $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$, where $\lambda_{i, k}$ is defined in Eq. (41),

$$
\begin{aligned}
I_{i, k}^{\alpha}(t)= & -d_{k} z_{i, k}(t)+c o\left[a_{k k}\left(x_{i, k}(t)\right)\right] \Delta_{i, k}^{f}(t)+\left\{\begin{array}{l}
\bar{w}_{i i} \gamma_{k} \Delta_{i, k}^{h}(t), \quad \tau_{T}=0, \\
-\chi \gamma_{k} \Delta_{i, k}^{h}(t), \quad \tau_{T} \neq 0,
\end{array}\right. \\
I_{i, k}^{\beta}(t)= & c o\left[b_{k k}\left(x_{i, k}\left(t-\tau_{k}\right)\right)\right] \Delta_{i, k}^{f}\left(t-\tau_{k}\right), \\
I_{i, k}^{\gamma}(t)= & \begin{cases}0, & \tau_{T}=0, \\
\gamma_{k}\left(\bar{w}_{i i}+\chi\right) \Delta_{i, k}^{h}\left(t-\tau_{T}\right), & \tau_{T} \neq 0,\end{cases} \\
I_{i, k}^{w}(t)= & \sum_{l \in \mathcal{K}-\{k\}} c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] \Delta_{i, l}^{f}(t)+\sum_{l \in \mathcal{K}-\{k\}} c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \Delta_{i, l}^{f}\left(t-\tau_{l}\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}-\{i, N\}} \bar{w}_{i j} \Delta_{j, k}^{h}\left(t-\tau_{T}\right), \\
I_{i, k}^{e}(t)= & \sum_{l \in \mathcal{K}} \Delta_{i, k l}^{a}(t) f_{l}\left(x_{i+1, l}(t)\right)+\sum_{l \in \mathcal{K}} \Delta_{i, k l}^{b}\left(t-\tau_{l}\right) f_{l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}-\{i, i+1\}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right] .
\end{aligned}
$$

Proof. As seen from Eq. (6) and $\chi_{i}=\sum_{j \in \mathcal{N}} w_{i j}$ in Eq. (39), we observe that $U_{i, k}(t)=\gamma_{k} \sum_{j \in \mathcal{N}} w_{i j}\left[h_{k}\left(x_{j, k}\left(t-\tau_{T}\right)\right)+s\left(x_{j, k}(t)-x_{i, k}(t)\right)\right]-\gamma_{k} \chi_{i} h_{k}\left(x_{i, k}(t)\right)$

$$
\begin{aligned}
= & \gamma_{k}\left(w_{i i}-\chi_{i}\right) h_{k}\left(x_{i, k}\left(t-\tau_{T}\right)\right)+\gamma_{k} \sum_{j \in \mathcal{N}-\{i\}} w_{i j} h_{k}\left(x_{j, k}\left(t-\tau_{T}\right)\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}} w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-\gamma_{k} \chi_{i}\left[h_{k}\left(x_{i, k}(t)\right)-h_{k}\left(x_{i, k}\left(t-\tau_{T}\right)\right)\right]
\end{aligned}
$$

for all $(i, k) \in \mathcal{A}_{x}$ and $t \geq t_{0}$. This yields that

$$
\begin{align*}
U_{i, k}(t)= & \gamma_{k} \sum_{j \in \mathcal{N}} \tilde{w}_{i j} h_{k}\left(x_{j, k}\left(t-\tau_{T}\right)\right)+\gamma_{k} \sum_{j \in \mathcal{N}} w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right) \\
& -\gamma_{k} \chi_{i}\left[h_{k}\left(x_{i, k}(t)\right)-h_{k}\left(x_{i, k}\left(t-\tau_{T}\right)\right)\right] \tag{46}
\end{align*}
$$

for all $(i, k) \in \mathcal{A}_{x}$ and $t \geq t_{0}$, recalling that $\tilde{w}_{i j}=w_{i j}$ if $i \neq j$ and $\tilde{w}_{i i}=w_{i i}-\chi_{i}$, cf. (42).
Assume that condition (S2) holds. If $\tau_{T}=0$, it follows from Eq. (46) that

$$
\begin{align*}
& U_{i, k}(t)-U_{i+1, k}(t) \\
& =\gamma_{k} \sum_{j \in \mathcal{N}}\left[\tilde{w}_{i j}-\tilde{w}_{(i+1) j}\right] h_{k}\left(x_{j, k}(t)\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right] \\
& =\gamma_{k} \sum_{j \in \mathcal{N}-\{N\}} \bar{w}_{i j} \Delta_{j, k}^{h}(t)+\gamma_{k} \sum_{j \in \mathcal{N}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right], \tag{47}
\end{align*}
$$

where the latter equality in Eq. (47) holds due to Eq. (44).
If $\tau_{T} \neq 0$ and Eq. (39) holds, using Eqs. (35) and (46) reveals

$$
\begin{align*}
U_{i, k}(t)-U_{i+1, k}(t)= & -\chi \gamma_{k}\left[\Delta_{i, k}^{h}(t)-\Delta_{i, k}^{h}\left(t-\tau_{T}\right)\right]+\gamma_{k} \sum_{j \in \mathcal{N}}\left[\tilde{w}_{i j}-\tilde{w}_{(i+1) j}\right] h_{k}\left(x_{j, k}\left(t-\tau_{T}\right)\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right] \tag{48}
\end{align*}
$$

Applying Eqs. (44) and (48) then yields

$$
\begin{align*}
U_{i, k}(t)-U_{i+1, k}(t)= & -\chi \gamma_{k}\left[\Delta_{i, k}^{h}(t)-\Delta_{i, k}^{h}\left(t-\tau_{T}\right)\right]+\gamma_{k} \sum_{j \in \mathcal{N}-\{N\}} \bar{w}_{i j} \Delta_{j, k}^{h}\left(t-\tau_{T}\right) \\
& +\gamma_{k} \sum_{j \in \mathcal{N}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right] . \tag{49}
\end{align*}
$$

We note that if $I, J \subseteq \mathbb{R}$ and $x, y \in \mathbb{R}$, then
$I x-J y \subseteq I(x-y)+(I-J) y$.
The property in Eq. (50) holds because if $u \in I x-J y$, then $u=s x-t y=s(x-y)+(s-$ $t) y \in I(x-y)+(I-J) y$ for some $s \in I, t \in J$. From Eq. (50), we can derive

$$
\begin{align*}
& \sum_{l \in \mathcal{K}} c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] f_{l}\left(x_{i, l}(t)\right)-\sum_{l \in \mathcal{K}} c o\left[a_{k l}\left(x_{i+1, l}(t)\right)\right] f_{l}\left(x_{i+1, l}(t)\right) \\
& \quad \subseteq \sum_{l \in \mathcal{K}} c o\left[a_{k l}\left(x_{i, l}(t)\right)\right] \Delta_{i, l}^{f}(t)+\sum_{l \in \mathcal{K}} \Delta_{i, k l}^{a}(t) f_{l}\left(x_{i+1, l}(t)\right) \tag{51}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{l \in \mathcal{K}} c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)-\sum_{l \in \mathcal{K}} c o\left[b_{k l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right)\right] f_{l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right) \\
& \quad \subseteq \sum_{l \in \mathcal{K}} c o\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \Delta_{i, l}^{f}\left(t-\tau_{l}\right)+\sum_{l \in \mathcal{K}} \Delta_{i, k l}^{b}\left(t-\tau_{l}\right) f_{l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right) . \tag{52}
\end{align*}
$$

Applying Eqs. (7), (47), and (49)-(52), it can be verified that $\mathbf{Z}(t)$ satisfies Eq. (45).
Lemma 2.5 revealed that differential inclusions (37) can be recast into differential inclusions (45). In the following lemma, we further show that $\mathbf{Z}(t)$, which satisfies differential inclusions (45), can satisfy certain differential equations. To prepare for such a lemma, by using $\hat{H}_{k}$ and $\breve{H}_{k}$ in Eq. (27), $\chi$ in Eq. (39), and $\bar{w}_{i i}$ in Eq. (43), we first define

$$
\check{H}_{i, k}^{w}=\left\{\begin{array}{ll}
\check{H}_{k}, & \bar{w}_{i i} \geq 0,  \tag{53}\\
\hat{H}_{k}, & \bar{w}_{i i}<0,
\end{array} \quad \hat{H}_{i, k}^{w}=\left\{\begin{array}{ll}
\hat{H}_{k}, & \bar{w}_{i i} \geq 0, \\
\check{H}_{k}, & \bar{w}_{i i}<0,
\end{array} \quad \check{H}_{k}^{\chi}=\left\{\begin{array}{ll}
\check{H}_{k}, & \chi \geq 0, \\
\hat{H}_{k}, & \chi<0,
\end{array} \hat{H}_{k}^{\chi}= \begin{cases}\hat{H}_{k}, & \chi \geq 0, \\
\check{H}_{k}, & \chi<0 .\end{cases}\right.\right.\right.
$$

Then, we further set

$$
\begin{align*}
& \check{\alpha}_{i, k}=-d_{k}-\bar{a}_{k k} \bar{v}_{k}^{f}+ \begin{cases}\gamma_{k} \bar{w}_{i i} \check{H}_{i, k}^{w}, & \tau_{T}=0, \\
-\chi \gamma_{k} H_{k}^{\chi}, & \tau_{T} \neq 0,\end{cases}  \tag{54}\\
& \hat{\alpha}_{i, k}=-d_{k}+\bar{a}_{k k} \bar{v}_{k}^{f}+ \begin{cases}\gamma_{k} \bar{w}_{i i} \hat{H}_{i, k}^{w}, & \tau_{T}=0, \\
-\chi \gamma_{k} \tilde{H}_{k}^{\chi}, & \tau_{T} \neq 0,\end{cases}  \tag{55}\\
& \bar{\beta}_{i, k}=\bar{b}_{k k} \bar{v}_{k}^{f}, \quad \bar{\gamma}_{i, k}= \begin{cases}0, & \tau_{T}=0, \\
\gamma_{k}\left|\bar{w}_{i i}+\chi\right| \hat{H}_{k}, & \tau_{T} \neq 0,\end{cases}  \tag{56}\\
& \rho_{i, k}^{w}=2\left[\sum_{l \in \mathcal{K}-\{k\}}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \tilde{\rho}_{l}^{f}+\gamma_{k} \tilde{\rho}_{k}^{h} \sum_{j \in \mathcal{N}-\{i, N\}}\left|\bar{w}_{i j}\right|\right],  \tag{57}\\
& \rho_{i, k}^{e}=\sum_{l \in \mathcal{K}}\left(d_{k l}^{a}+d_{k l}^{b}\right) \tilde{\rho}_{l}^{f}+\bar{s} \gamma_{k} \sum_{j \in \mathcal{N}-\{i, i+1\}}\left(\left|w_{i j}\right|+\left|w_{(i+1) j}\right|\right), \tag{58}
\end{align*}
$$

where $w_{i j}$ and $\gamma_{k}$ are introduced in Eq. (6), $\bar{v}_{k}^{f}$ in Eq. (2), $\bar{s}$ in Eq. (7), $\bar{a}_{k l}, \bar{b}_{k l} d_{k l}^{a}$, and $d_{k l}^{b}$ in Eq. (8), $\hat{H}_{k}$ in Eq. (27), $\tilde{\rho}_{l}^{h}$ and $\tilde{\rho}_{l}^{f}$ in Eq. (29), $\chi$ in Eq. (39), and $\bar{w}_{i j}$ in Eq. (43).

Lemma 2.6. Assume that conditions (S1) and (S2) hold. There exist real-valued functions $\alpha_{i, k}(t), \beta_{i, k}(t), \gamma_{i, k}(t), w_{i, k}(t)$, and $e_{i, k}(t)$ for all $(i, k) \in \mathcal{A}_{z}$ and $t \geq t_{0}$ such that $\mathbf{Z}(t)$ satisfies

$$
\begin{align*}
\dot{z}_{i, k}(t)= & -\lambda_{i, k} \operatorname{sign}\left(z_{i, k}(t)\right)+\alpha_{i, k}(t) z_{i, k}(t)+\beta_{i, k}(t) z_{i, k}\left(t-\tau_{k}\right)+\gamma_{i, k}(t) z_{i, k}\left(t-\tau_{T}\right) \\
& +w_{i, k}(t)+e_{i, k}(t) \tag{59}
\end{align*}
$$

for a. e. $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$, where $\alpha_{i, k}(t), \beta_{i, k}(t), \gamma_{i, k}(t)$, and $w_{i, k}(t)$ satisfy $\alpha_{i, k}(t) \in\left[\check{\alpha}_{i, k}, \hat{\alpha}_{i, k}\right], \quad \beta_{i, k}(t) \in\left[-\bar{\beta}_{i, k}, \bar{\beta}_{i, k}\right], \quad \gamma_{i, k}(t) \in\left[-\bar{\gamma}_{i, k}, \bar{\gamma}_{i, k}\right]$,
and
$\left|w_{i, k}(t)\right| \leq \sum_{l \in \mathcal{K}-\{k\}}\left[\bar{a}_{k l} \bar{v}_{l}^{f}\left|z_{i, l}(t)\right|+\bar{b}_{k l} \bar{v}_{l}^{f}\left|z_{i, l}\left(t-\tau_{l}\right)\right|\right]+\gamma_{k} \hat{H}_{k} \sum_{j \in \mathcal{N}-\{i, N\}}\left|\bar{w}_{i j}\right| \mid z_{j, k}\left(t-\tau_{T}\right)$
for all $t \geq \tilde{t}_{0}$ and $(i, k) \in \mathcal{A}_{z}$. In addition,
$\left|w_{i, k}\right|^{\max }\left(\tilde{t}_{0}\right) \leq \rho_{i, k}^{w},\left|e_{i, k}\right|^{\max }\left(\tilde{t}_{0}\right) \leq \rho_{i, k}^{e}$,
where $\tilde{t}_{0}$ is defined in Proposition 2.3.
Proof. Recall condition (S2). We merely prove the case that $\tau_{T} \neq 0$ and Eq. (39) holds, and the case that $\tau_{T}=0$ can be treated similarly. Applying Proposition 2.3, Eqs. (29) and (35) reveals that $x_{j, l}(s) \in\left[-\bar{q}_{l}, \bar{q}_{l}\right]$; hence,
$\left|f_{l}\left(x_{j, l}(s)\right)\right| \leq \tilde{\rho}_{l}^{f},\left|h_{l}\left(x_{j, l}(s)\right)\right| \leq \tilde{\rho}_{l}^{h}$
for all $s \geq \tilde{t}_{0}-\tau_{M}$ and $(j, l) \in \mathcal{A}_{x}$, and
$\left|\Delta_{j, l}^{f}(s)\right| \leq 2 \tilde{\rho}_{l}^{f},\left|\Delta_{j, l}^{h}(s)\right| \leq 2 \tilde{\rho}_{l}^{h}$
for all $s \geq \tilde{t}_{0}-\tau_{M}$ and $(j, l) \in \mathcal{A}_{z}$ under condition (S1). Recall Eq. (35) and $z_{j, l}(\cdot)=x_{j, l}(\cdot)-$ $x_{j+1, l}(\cdot)$. From Eq. (2), for each $(j, l) \in \mathcal{A}_{z}$ and $s \geq t_{0}$, there exists some $\tilde{v}_{j, l}(s)$ with
$\left|\tilde{v}_{j, l}(s)\right| \leq \bar{v}_{l}^{f}$
such that
$\Delta_{j, l}^{f}(s)=\tilde{v}_{j, l}(s) z_{j, l}(s)$.
In addition, applying the mean-value theorem yields
$\Delta_{j, l}^{h}(s)=h_{l}^{\prime}\left(\xi_{j, l}(s)\right) z_{j, l}(s)$
for all $(j, l) \in \mathcal{A}_{z}$ and $s \geq t_{0}$, where $\xi_{j, l}(s)$ is some value between $x_{j, l}(s)$ and $x_{j+1, l}(s)$. Recall Eq. (27). Notably,
$h_{l}^{\prime}\left(\xi_{j, l}(s)\right) \in\left[\check{H}_{l}, \hat{H}_{l}\right] \subseteq\left[-\hat{H}_{l}, \hat{H}_{l}\right]$
for all $(j, l) \in \mathcal{A}_{z}$ and $s \geq \tilde{t}_{0}$, as $\xi_{j, l}(s) \in\left[-\bar{q}_{l}, \bar{q}_{l}\right]$ for all $s \geq \tilde{t}_{0}$. Recall from Lemma 2.5 that $\mathbf{Z}(t)$ satisfies Eq. (45) under condition (S2). As seen from Eqs. (8), (10), and (36),
$\Delta_{i, k l}^{a}(t) \subseteq\left[-d_{k l}^{a}, d_{k l}^{a}\right], \quad \Delta_{i, k l}^{b}\left(t-\tau_{l}\right) \subseteq\left[-d_{k l}^{b}, d_{k l}^{b}\right]$
for $i \in \mathcal{N}-\{N\}, k, l \in \mathcal{K}$, and $t \geq t_{0}$. From Eqs. (10), (66), (67), and (69), there exist some $\tilde{a}_{i, k l}(t)$ and $\tilde{b}_{i, k l}(t)$ for $i \in \mathcal{N}, k, l \in \mathcal{K}$, and $t \geq t_{0}$, with
$\tilde{a}_{i, k l}(t) \in \operatorname{co}\left[a_{k l}\left(x_{i, l}(t)\right)\right] \subseteq\left[-\bar{a}_{k l}, \bar{a}_{k l}\right], \tilde{b}_{i, k l}(t) \in \operatorname{co}\left[b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)\right] \subseteq\left[-\bar{b}_{k l}, \bar{b}_{k l}\right]$,
and some $\tilde{\delta}_{i, k l}^{a}(t)$ and $\tilde{\delta}_{i, k l}^{b}(t)$ for $i \in \mathcal{N}-\{N\}, k, l \in \mathcal{K}$, and $t \geq t_{0}$, with
$\tilde{\delta}_{i, k l}^{a}(t) \in \Delta_{i, k l}^{a}(t) \subseteq\left[-d_{k l}^{a}, d_{k l}^{a}\right], \tilde{\delta}_{i, k l}^{b}(t) \in \Delta_{i, k l}^{b}\left(t-\tau_{l}\right) \subseteq\left[-d_{k l}^{b}, d_{k l}^{b}\right]$,
such that $\mathbf{Z}(t)$, which satisfies Eq. (45), now satisfies

$$
\begin{align*}
\dot{z}_{i, k}(t)= & -\lambda_{i, k} \operatorname{sign}\left(z_{i, k}(t)\right)+\alpha_{i, k}(t) z_{i, k}(t)+\beta_{i, k}(t) z_{i, k}\left(t-\tau_{k}\right)+\gamma_{i, k}(t) z_{i, k}\left(t-\tau_{T}\right) \\
& +w_{i, k}(t)+e_{i, k}(t) \tag{72}
\end{align*}
$$

for a. e. $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$, where

$$
\begin{equation*}
\alpha_{i, k}(t)=-d_{k}+\tilde{a}_{i, k k}(t) \tilde{v}_{i, k}(t)-\chi \gamma_{k} h_{k}^{\prime}\left(\xi_{i, k}(t)\right), \tag{73}
\end{equation*}
$$

$$
\begin{equation*}
\beta_{i, k}(t)=\tilde{b}_{i, k k}(t) \tilde{v}_{i, k}\left(t-\tau_{k}\right), \tag{74}
\end{equation*}
$$

$$
\begin{equation*}
\gamma_{i, k}(t)=\gamma_{k}\left(\bar{w}_{i i}+\chi\right) h_{k}^{\prime}\left(\xi_{i, k}\left(t-\tau_{T}\right)\right), \tag{75}
\end{equation*}
$$

$$
\begin{align*}
w_{i, k}(t)= & \sum_{l \in \mathcal{K}-\{k\}}\left[\tilde{a}_{i, k l}(t) \tilde{v}_{i, l}(t) z_{i, l}(t)+\tilde{b}_{i, k l}(t) \tilde{v}_{i, l}\left(t-\tau_{l}\right) z_{i, l}\left(t-\tau_{l}\right)\right] \\
& +\gamma_{k} \sum_{j \in \mathcal{N}-\{i, N\}} \bar{w}_{i j} h_{k}^{\prime}\left(\xi_{j, k}\left(t-\tau_{T}\right)\right) z_{j, k}\left(t-\tau_{T}\right),  \tag{76}\\
e_{i, k}(t)= & \sum_{l \in \mathcal{K}}\left[\tilde{\delta}_{i, k l}^{a}(t) f_{l}\left(x_{i+1, l}(t)\right)+\tilde{\delta}_{i, k l}^{b}(t) f_{l}\left(x_{i+1, l}\left(t-\tau_{l}\right)\right)\right] \\
& +\gamma_{k} \sum_{j \in \mathcal{N}-\{i, i+1\}}\left[w_{i j} s\left(x_{j, k}(t)-x_{i, k}(t)\right)-w_{(i+1) j} s\left(x_{j, k}(t)-x_{i+1, k}(t)\right)\right] . \tag{77}
\end{align*}
$$

Accordingly, $\mathbf{Z}(t)$ satisfies Eq. (59), as seen from Eqs. (72)-(77). Applying Eqs. (53)-(56), (65), (68), and (70) yields that $\alpha_{i, k}(t), \beta_{i, k}(t), \gamma_{i, k}(t)$, and $w_{i, k}(t)$ in Eqs. (73)-(76) satisfy Eqs. (60) and (61). As seen from Eqs. (64), (66), and (67),
$\left|\tilde{v}_{j, l}(s) z_{j, l}(s)\right| \leq 2 \tilde{\rho}_{l}^{f},\left|h_{l}^{\prime}\left(\xi_{j, l}(s)\right) z_{j, l}(s)\right| \leq 2 \tilde{\rho}_{l}^{h}$,
for all $s \geq \tilde{t}_{0}-\tau_{M}$ and $(j, l) \in \mathcal{A}_{z}$. As seen from Eq. (7),
$\left|s\left(x_{j, l}(s)-x_{i, l}(s)\right)\right| \leq \bar{s}$
for $s \geq t_{0}, i, j \in \mathcal{N}$, and $l \in \mathcal{K}$. By Eqs. (57), (58), (63), (70), (71), (78), and (79), $w_{i, k}(t)$ in Eq. (76) and $e_{i, k}(t)$ in Eq. (77) satisfy that $w_{i, k}(t) \leq \rho_{i, k}^{w}$ and $e_{i, k}(t) \leq \rho_{i, k}^{e}$ for $t \geq \tilde{t}_{0}$, which yields Eq. (62). Thus, we complete the proof.

## 3. Main results.

This section establishes the global synchronization of system (4). Recall that $\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ is an arbitrary solution of system (9), where $\mathbf{x}_{i}(t)=$ $\left(x_{i, 1}(t), \ldots, x_{i, K}(t)\right)^{T}, i \in \mathcal{N}$. Applying Lemma 2.6 shows that $\left(\mathbf{z}_{1}(t), \ldots, \mathbf{z}_{N-1}(t)\right)^{T}$ satisfies system (59), where $\mathbf{z}_{i}(t)=\left(z_{i, 1}(t), \ldots, z_{i, K}(t)\right)^{T}=\mathbf{x}_{i}(t)-\mathbf{x}_{i+1}(t), i=1, \ldots, N-1$. In the following discussion, let us preview the main process for showing $z_{i, k}(t)=$ $x_{i, k}(t)-x_{i, k+1}(t) \rightarrow 0$ as $t \rightarrow \infty$ for all $(i, k) \in \mathcal{A}_{z}$. This then establishes the global synchronization of system (4). Let us first relabel the two-dimensional indices in system (59) to one-dimensional indices through the bijective mapping $\ell: \mathcal{A}_{z} \rightarrow\{1, \ldots, K(N-1)\}$ defined by

$$
\begin{equation*}
\ell(i, k)=(i-1) \times K+k \tag{80}
\end{equation*}
$$

The assignment of the label $\ell(i, k)$ corresponds to the sequence $(i, k)$ generated by considering the order of $i$ and $k$ in succession; more precisely,

$$
\begin{equation*}
\ell(i, k)<\ell(j, l) \text { if } i<j ; \quad \ell(i, k)<\ell(i, l) \text { if } k<l . \tag{81}
\end{equation*}
$$

By labeling $z_{\ell(i, k)}:=z_{i, k}$, system (59) becomes

$$
\begin{align*}
\dot{z}_{\ell(i, k)}(t)= & -\lambda_{i, k} \operatorname{sign}\left(z_{\ell(i, k)}(t)\right)+\alpha_{i, k}(t) z_{\ell(i, k)}(t)+\beta_{i, k}(t) z_{\ell(i, k)}\left(t-\tau_{k}\right) \\
& +\gamma_{i, k}(t) z_{\ell(i, k)}\left(t-\tau_{T}\right)+w_{i, k}(t)+e_{i, k}(t) \tag{82}
\end{align*}
$$

for a. e. $t \geq t_{0}$ and $(i, k) \in \mathcal{A}_{z}$, where each $z_{\ell(i, k)}$ satisfies

$$
\begin{aligned}
& z_{\ell(i, k)}(t) \in\left[-2 \bar{q}_{k}, 2 \bar{q}_{k}\right] \text { for all } t \geq \tilde{t}_{0}-\tau_{M}, \text { and } z_{\ell(i, k)}(t) \rightarrow\left[-2 \tilde{q}_{k}, 2 \tilde{q}_{k}\right] \\
& \quad \subset\left[-2 \bar{q}_{k}, 2 \bar{q}_{k}\right] \text { as } t \rightarrow \infty
\end{aligned}
$$

based on Proposition 2.3.
With the quantities in Eqs. (26), (41), and (54)-(58), we introduce the following conditions:
Condition (S3): $\lambda_{i, k}>\rho_{i, k}^{e}$ for all $(i, k) \in \mathcal{A}_{z}$.
Condition (S4): $L_{i, k}:=-\hat{\alpha}_{i, k}-\bar{\beta}_{i, k}-\bar{\gamma}_{i, k}-\rho_{i, k}^{w} /\left(2 \bar{q}_{k}\right)>0$ for all $(i, k) \in \mathcal{A}_{z}$.
The reason why conditions (S3) and (S4) are needed in the synchronization theory can be deduced from in the following. From Lemma 2.6 and condition (S3), $\alpha_{i, k}(t), \beta_{i, k}(t), \gamma_{i, k}(t)$, $w_{i, k}(t)$, and $e_{i, k}(t)$ in Eq. (82) satisfy Eqs. (60), (61), and $\left|e_{i, k}(t)\right| \leq \rho_{i, k}^{e}<\lambda_{i, k}$ for all $t \geq \tilde{t}_{0}$ and $(i, k) \in \mathcal{A}_{z}$. Hence, each component equation of $z_{\ell(i, k)}$ in Eq. (82) satisfies Eqs. (12)-(14) with $z(t)=z_{\ell(i, k)}(t), \tilde{q}=\tilde{q}_{k}, \bar{q}=\bar{q}_{k}, \lambda=\lambda_{i, k}, \alpha(t)=\alpha_{i, k}(t), \beta(t)=\beta_{i, k}(t), \gamma(t)=\gamma_{i, k}(t)$, $w(t)=w_{i, k}(t), e(t)=e_{i, k}(t), \tau_{\beta}=\tau_{k}, \tau_{\gamma}=\tau_{T},[\check{\alpha}, \hat{\alpha}]=\left[\check{\alpha}_{i, k}, \hat{\alpha}_{i, k}\right],[-\bar{\beta}, \bar{\beta}]=\left[-\bar{\beta}_{i, k}, \bar{\beta}_{i, k}\right]$, $[-\bar{\gamma}, \bar{\gamma}]=\left[-\bar{\gamma}_{i, k}, \bar{\gamma}_{i, k}\right]$; moreover, condition ( $\mathrm{S}_{0}$ ) is satisfied under condition (S4). Applying Proposition 2.2 then yields that $z_{\ell(i, k)}(t) \rightarrow\left[-\bar{p}_{\ell(i, k)}, \bar{p}_{\ell(i, k)}\right]$ for each $(i, k) \in \mathcal{A}_{z}$; moreover,
$0 \leq \bar{p}_{\ell(i, k)} \leq\left|w_{i, k}\right|^{\max }(\infty) / \eta_{i, k}$,
where
$\eta_{i, k}:=-\hat{\alpha}_{i, k}-\bar{\beta}_{i, k}-\bar{\gamma}_{i, k}$.
The following proposition shows that $\bar{p}_{\ell(i, k)}$ in Eq. (83) can further be estimated iteratively.
Proposition 3.1. Assume that conditions (S1)-(S4) hold. Then, for each $(i, k) \in \mathcal{A}_{z}$, there exists a sequence $\left\{p_{\ell(i, k)}^{(n)}\right\}_{n=0}^{\infty}$, which satisfies
$0 \leq \bar{p}_{\ell(i, k)} \leq p_{\ell(i, k)}^{(n)}$
for $n \geq 0$, where
$p_{\ell(i, k)}^{(n)}:= \begin{cases}\rho_{i, k}^{w} / \eta_{i, k}, & n=0, \\ {\left[\sum_{l=1}^{k-1}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{v}_{l}^{f} p_{\ell(i, l)}^{(n)}+\sum_{l=k+1}^{K}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{v}_{l}^{f} p_{\ell(i, l)}^{(n-1)}\right.} & \\ \left.+\gamma_{k} \hat{H}_{k}\left(\sum_{j=1}^{i-1}\left|\bar{w}_{i j}\right| p_{\ell(j, k)}^{(n)}+\sum_{j=i+1}^{N-1}\left|\bar{w}_{i j}\right| p_{\ell(j, k)}^{(n-1)}\right)\right] / \eta_{i, k}, & n \geq 1 .\end{cases}$
Herein, $\gamma_{k}$ is defined in Eq. (6), $\bar{v}_{l}^{f}$ in Eq. (2), $\bar{a}_{k l}$ and $\bar{b}_{k l}$ in Eq. (8), $\hat{H}_{k}$ in Eq. (27), $\bar{w}_{i j}$ in Eq. (43), $\rho_{i, k}^{w}$ in Eq. (57), and $\eta_{i, k}$ in Eq. (84).

Proof. Let us verify Eq. (85) by induction. First, we consider $n=0$ and $(i, k) \in \mathcal{A}_{z}$. Recall from Eq. (62) that $\left|w_{i, k}\right|^{\max }(\infty) \leq\left|w_{i, k}\right|^{\max }\left(\tilde{t}_{0}\right) \leq \rho_{i, k}^{w}$ for all $(i, k) \in \mathcal{A}_{z}$. Thus,
$0 \leq \bar{p}_{\ell(i, k)} \leq \rho_{i, k}^{w} / \eta_{i, k}=p_{\ell(i, k)}^{(0)}$ for all $(i, k) \in \mathcal{A}_{z}$ based on Eq. (83). Next, we assume that for some $(i, k) \in \mathcal{A}_{z}$ and $n_{0} \geq 1,0 \leq \bar{p}_{\ell(j, l)} \leq p_{\ell(j, l)}^{(n)}$ holds; hence, $z_{\ell(j, l)}(t) \rightarrow$ $\left[-p_{\ell(j, l)}^{(n)}, p_{\ell(j, l)}^{(n)}\right]$ as $t \rightarrow \infty$, for $n \in\left\{0,1, \ldots, n_{0}-1\right\}, \quad(j, l) \in \mathcal{A}_{z}$ and $n=n_{0}, \quad(j, l) \in$ $\{(\tilde{j}, \tilde{l}): \ell(\tilde{j}, \tilde{l})<\ell(i, k)\}$. Applying Eq. (61) and the order properties of mapping $\ell$, cf. (81), yields

$$
\begin{aligned}
& \left|w_{i, k}\right|^{\max }(\infty) \\
& \quad \leq \sum_{l=1}^{k-1}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{v}_{l}^{f} p_{\ell(i, l)}^{\left(n_{0}\right)}+\sum_{l=k+1}^{K}\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{v}_{l}^{f} p_{\ell(i, l)}^{\left(n_{0}-1\right)} \\
& \quad+\gamma_{k} \hat{H}_{k}\left(\sum_{j=1}^{i-1}\left|\bar{w}_{i j}\right| p_{\ell(j, k)}^{\left(n_{0}\right)}+\sum_{j=i+1}^{N-1}\left|\bar{w}_{i j}\right| p_{\ell(j, k)}^{\left(n_{0}-1\right)}\right) \\
& \quad=p_{\ell(i, k)}^{\left(n_{0}\right)} \eta_{i, k},
\end{aligned}
$$

which implies $0 \leq \bar{p}_{\ell(i, k)} \leq\left|w_{i, k}\right|^{\max }(\infty) / \eta_{i, k} \leq p_{i, k}^{\left(n_{0}\right)}$ based on Eq. (83). We thus verify Eq. (85).

For later use, we define the following matrix by mapping $\ell$.
$\mathbf{M}=D_{\mathbf{M}}-L_{\mathbf{M}}-U_{\mathbf{M}}:=\left[m_{l}\right]_{1 \leq l,, \leq K(N-1)}$
with
$m_{l j}:= \begin{cases}\eta_{i, k}, & \imath=\jmath=\ell(i, k), \\ -\left(\bar{a}_{k l}+\bar{b}_{k l}\right) \bar{v}_{l}^{f}, & \imath=\ell(i, k), \jmath=\ell(i, l), l \neq k, \\ -\gamma_{k} \hat{H}_{k}\left|\bar{w}_{i j}\right|, & \imath=\ell(i, k), \jmath=\ell(j, k), i \neq j, \\ 0, & \text { otherwise, }\end{cases}$
where $D_{\mathbf{M}},-L_{\mathbf{M}}$, and $-U_{\mathbf{M}}$ represent the diagonal, strictly lower-triangular, and strictly uppertriangular parts of $\mathbf{M}$, respectively. From Eq. (88) and the order properties of mapping $\ell$, cf. (81), and labeling $p_{\ell(i, k)}^{(n)}=p_{\imath}^{(n)}$ if $\ell(i, k)=\imath$ for all $n \in \mathbb{N} \cup\{0\}$ and $(i, k) \in \mathcal{A}_{z}$, Eq. (86) can be rewritten as follows:
$p_{l}^{(0)}:=\rho_{i, k}^{w} / \eta_{i, k} ; \quad p_{l}^{(n)}:=\left[-\sum_{J=1}^{t-1} m_{l j} p_{J}^{(n)}-\sum_{J=l+1}^{K(N-1)} m_{l j} p_{J}^{(n-1)}\right] / m_{l}, \quad n \geq 1$.
With $p_{\imath}^{(n)}$ defined in Eq. (89), $1 \leq \imath \leq K(N-1)$ and $n \in \mathbb{N} \cup\{0\}$, $\left\{\left(p_{1}^{(n)}, \ldots, p_{K(N-1)}^{(n)}\right)^{T}\right\}_{n=0}^{\infty}$ is exactly the Gauss-Seidel iteration for solving the linear system
$\mathbf{M v}=\mathbf{0}$.
The following theorem transforms the problem of global synchronization of system (4) into solving linear system (90).

Theorem 3.1. Consider system (4) under conditions (S1)-(S4). Then, the system attains global synchronization if the Gauss-Seidel iteration for solving the linear system (90) converges to zero, the unique solution of (90), or equivalently,
$\lambda_{\text {syn }}:=\max _{1 \leq l \leq K(N-1)}\left\{\left|\lambda_{l}\right|: \lambda_{l}:\right.$ eigenvalue of $\left.\left(D_{\mathbf{M}}-L_{\mathbf{M}}\right)^{-1} U_{\mathbf{M}}\right\}<1$.

Proof. Assume that conditions (S1)-(S4) hold. Recall that $\left(\mathbf{x}_{1}(t), \ldots, \mathbf{x}_{N}(t)\right)^{T}$ is an arbitrary solution of system (9), where $\mathbf{x}_{i}(t)=\left(x_{i, 1}(t), \ldots, x_{i, K}(t)\right)^{T}, i \in \mathcal{N}$. Recall that $z_{\ell(i, k)}(t)=$ $x_{i, k}(t)-x_{i, k+1}(t) \rightarrow\left[-\bar{p}_{\ell(i, k)}, \bar{p}_{\ell(i, k)}\right]$ as $t \rightarrow \infty$, where $0 \leq \bar{p}_{\ell(i, k)} \leq p_{\ell(i, k)}^{(n)}=p_{l}^{(n)}$ if $\ell(i, k)=$ $\iota$ for all $n \in \mathbb{N}$. Consequently, if $\left\{\left(p_{1}^{(n)}, \ldots, p_{K(N-1)}^{(n)}\right)^{T}\right\}_{n=0}^{\infty}$, the Gauss-Seidel iteration for solving system (90), converges to zero, then $\bar{p}_{\ell(i, k)}=0$ for all $(i, k) \in \mathcal{A}_{z}$. This then establishes the global synchronization of system (4). Recall that condition (S4) implies that all diagonal entries of $\mathbf{M}$ (i.e., $\eta_{i, k}$ for $(i, k) \in \mathcal{A}_{z}$ ) are positive. Accordingly, $\left(D_{\mathbf{M}}-L_{\mathbf{M}}\right)^{-1}$ and $\lambda_{\text {syn }}$ exist; moreover, the Gauss-Seidel iteration for solving system (90) converges to zero if and only if $\lambda_{\text {syn }}<1$. Thus, we complete the proof.
Remark 3.1. (i) As seen from Eqs. (84), (88), and the definitions of $\hat{\alpha}_{i, k}, \bar{\beta}_{i, k}$, and $\bar{\gamma}_{i, k}$ in Eqs. (55) and (56), the entries $m_{1 \mathrm{l}}$ in matrix $\mathbf{M}$ are determined by $d_{k}, \gamma_{k}$, and $\bar{v}_{k}^{f}$ defined in Eqs. (1), (2), and (6), $\bar{a}_{k l}$ and $\bar{b}_{k l}$ in Eq. (8), $\hat{H}_{k}$ in Eq. (27), $\chi$ in Eq. (39), $\bar{w}_{i j}$ in Eq. (43), $\hat{H}_{i, k}^{w}$ and $\check{H}_{k}^{\chi}$ in Eq. (53), where $d_{k}, \gamma_{k}, \bar{v}_{k}^{f}, \hat{H}_{k}, \hat{H}_{i, k}^{w}, \check{H}_{k}^{\chi}, \bar{a}_{k l}$, and $\bar{b}_{k l}$ are nonnegative. In general, positive and sufficiently large diagonal entries of M (i.e., $\eta_{i, k}=-\hat{\alpha}_{i, k}-\bar{\beta}_{i, k}-\bar{\gamma}_{i, k}$, cf. (84)) promote the convergence of the Gauss-Seidel iteration for system (90). Accordingly, in general, the criterion in Theorem 3.1 prefers: positive $d_{k}+\chi \gamma_{k} \breve{H}_{k}^{\chi}$ with large magnitude, small $\bar{a}_{k k} \bar{v}_{k}^{f}$, small $\bar{b}_{k k} \bar{v}_{k}^{f}$, and small $\gamma_{k}\left|\bar{w}_{i i}+\chi\right| \hat{H}_{k}$ if $\tau_{T} \neq 0$; and positive $d_{k}-\gamma_{k} \bar{w}_{i i} \hat{H}_{i, k}^{w}$ with large magnitude, small $\bar{a}_{k k} \bar{v}_{k}^{f}$, and small $\bar{b}_{k k} \bar{v}_{k}^{f}$ if $\tau_{T}=0$, such that in each case, $\eta_{i, k}$ is positive and large. (ii) The criterion in Theorem 3.1 is independent of the network scale ( $N$ ) and the magnitudes of the delays $\tau_{k}$ and $\tau_{T}$ (if $\tau_{T} \neq 0$ ). (iii) As seen from (6), the coupling terms $U_{i, k}(t)$ in system (4) are formulated with a sign function $\operatorname{sign}(\cdot)$. The sign function was also utilized in the design of the discontinuous controllers to investigate the finite-time synchronization problem of coupled systems; for instance, see [45]. (iv) System (4) has discrete-time delays $\tau_{l}(l \in K)$ and $\tau_{T}$. The present approach in this paper may also be extended to treat memristor-based neural networks with distributed delays, cf. [46].

## 4. Numerical examples

This section illustrates Proposition 2.3 and Theorem 3.1 using the following three examples. Example 1 demonstrates the application of Proposition 2.3 to provide an estimated globally attracting region for system (4). As seen from condition (S2), the synchronization criterion in Theorem 3.1 depends on whether the transmission delay $\left(\tau_{T}\right)$ exists, and requires that Eq. (39) holds if $\tau_{T} \neq 0$. In the following, Example 2 considers system (4) which is with $\tau_{T}=0$ and does not satisfy Eq. (39); Example 3 considers system (4) which is with $\tau_{T} \neq 0$ and satisfies (39). The numerical simulation in Example 2 shows that the invariance of synchronous set $S$ of system (4), defined in Eq. (38), is lost if considering $\tau_{T} \neq 0$ instead of $\tau_{T}=0$. Examples 2 and 3 also show that the size of matrix $M$ in the synchronization theory (cf. (87), (90), and Theorem 3.1) is larger if the scale of the considered networks is larger. In Examples 2 and 3, for a solution of system (9), we define the corresponding synchronization error:
$\operatorname{Err}(t):=\sqrt{\sum_{i \in \mathcal{N}-\{N\}} \sum_{k \in \mathcal{K}}\left[x_{i, k}(t)-x_{i+1, k}(t)\right]^{2}}$.
Notably, the solution synchronizes if $\operatorname{Err}(t) \rightarrow 0$ as $t \rightarrow \infty$; the solution is synchronous at time $t$ if $\operatorname{Err}(t)=0$.

Example 1. Consider three coupled networks (4) in which each individual network (1) has two neurons, and for which $d_{1}=d_{2}=0.5, \tau_{1}=\tau_{2}=20, f_{1}(\xi)=f_{2}(\xi)=(|\xi+0.5|-\mid \xi-$ $0.5 \mid) / 2, I_{1}(t)=I_{2}(t) \equiv 0, T_{1}=0.3, T_{2}=0.1$, and
$a_{k l}\left(x_{i, l}(t)\right)=\left\{\begin{array}{ll}a_{k l}^{\prime} & \left|x_{i, l}(t)\right|<T_{l}, \\ a_{k l}^{\prime \prime} & \left|x_{i, l}(t)\right| \geq T_{l},\end{array} \quad b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)= \begin{cases}b_{k l}^{\prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right|<T_{l}, \\ b_{k l}^{\prime \prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right| \geq T_{l},\end{cases}\right.$
for $i=1,2,3$ and $k, l=1,2$, where
$\left\{\begin{array}{l}\left(a_{11}^{\prime}, a_{12}^{\prime}, a_{21}^{\prime}, a_{22}^{\prime}\right)=(0.03,0.01,-0.1,0.2),\left(a_{11}^{\prime \prime}, a_{12}^{\prime \prime}, a_{21}^{\prime \prime}, a_{22}^{\prime \prime}\right)=(-0.02,-0.02,0.1,0.1), \\ \left(b_{11}^{\prime}, b_{12}^{\prime}, b_{21}^{\prime}, b_{22}^{\prime}\right)=(-0.6,-0.1,0.1,-0.1),\left(b_{11}^{\prime \prime}, b_{12}^{\prime \prime}, b_{21}^{\prime \prime}, b_{22}^{\prime \prime}\right)=(-0.65,0.2,-0.1,0.1) .\end{array}\right.$
The coupling terms $U_{i, k}(t)$ in Eq. (6), $i=1,2,3, \quad k=1,2$, have $h_{1}(\xi)=h_{2}(\xi)=$ $0.5 \tanh (2 \xi), \gamma_{1}=\gamma_{2}=0.1, \bar{s}=0.01 \mathrm{in}$ Eq. (7), $\tau_{T}=20$, and $w_{i j}, 1 \leq i, j \leq 3$, satisfying
$W=\left[w_{i j}\right]_{1 \leq i, j \leq 3}:=\left(\begin{array}{ccc}0 & -0.4 & -0.1 \\ 0.05 & 0 & -0.35 \\ -0.1 & -0.35 & 0\end{array}\right)$.
Notably, $\bar{\rho}_{l}^{f}$ and $\bar{\rho}_{l}^{h}$ in condition (S1)* and $\bar{I}_{k}$ in Eq. (3) can be chosen as
$\bar{\rho}_{1}^{f}=\bar{\rho}_{2}^{f}=\bar{\rho}_{1}^{h}=\bar{\rho}_{2}^{h}=0.5, \bar{I}_{1}=\bar{I}_{2}=0$.
From Eq. (8), we obtain
$\left(\bar{a}_{11}, \bar{a}_{12}, \bar{a}_{21}, \bar{a}_{22}\right)=(0.03,0.02,0.1,0.2),\left(\bar{b}_{11}, \bar{b}_{12}, \bar{b}_{21}, \bar{b}_{22}\right)=(0.65,0.2,0.1,0.1)$.
We compute Eq. (28) to obtain
$\bar{\omega}=0.5$.
From Eqs. (92)-(94), we compute Eqs. (26) and (29) to obtain
$\bar{q}_{1}=1.001, \bar{q}_{2}=0.601, \tilde{q}_{1} \approx 0.9974, \tilde{q}_{2} \approx 0.5844$.
As seen from Eq. (95), condition (S1) holds. By Proposition 2.3, for any solution ( $\mathbf{x}_{1}(t), \mathbf{x}_{2}(t)$, $\left.\mathbf{x}_{3}(t)\right)^{T}$ of the system,
$x_{i, k}(t) \rightarrow\left[-\tilde{q}_{k}, \tilde{q}_{k}\right] \subset\left[-\bar{q}_{k}, \bar{q}_{k}\right]$ as $t \rightarrow \infty$,
for $i=1,2,3$ and $k=1,2$, where $\mathbf{x}_{i}(t)=\left(x_{i, 1}(t), x_{i, 2}(t)\right)^{T}, \quad \tilde{q}_{1} \approx 0.9974, \quad \tilde{q}_{2} \approx 0.5844$, $\bar{q}_{1}=1.001$, and $\bar{q}_{2}=0.601$. Accordingly, $\left(\mathbf{x}_{1}(t), \mathbf{x}_{2}(t), \mathbf{x}_{3}(t)\right)^{T}$ eventually enters, and then remains in set $\mathcal{D}:=\left\{\left(x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}\right)^{T}:-1.001 \leq x_{i} \leq 1.001\right.$ and $-0.601 \leq y_{i} \leq$ $0.601, i=1,2,3\}$. Fig. 1(a) and (b) demonstrate the evolution of two solutions, which evolve from the constant initial conditions $(-5,-5,5,-6,-6,8)^{T}$ and $(4,5,-5,-5,6,-6)^{T}$ at $t_{0}=0$, respectively. They show that these two solutions eventually enter, and then remain in, some set contained in $\mathcal{D}$.

Example 2. Consider four coupled networks (4) in which each individual network (1) has four neurons, and for which $d_{1}=1, d_{2}=2, d_{3}=d_{4}=1.5, \tau_{l}=15, f_{l}(\xi)=(|\xi+0.1|-$ $|\xi-0.1|) / 2, I_{1}(t) \equiv 0, I_{2}(t) \equiv 0.15, I_{3}(t)=0.3 \sin (t / 10), I_{4}(t)=0.2 \cos (t / 5), T_{l}=0.1$, and
$a_{k l}\left(x_{i, l}(t)\right)=\left\{\begin{array}{ll}a_{k l}^{\prime} & \left|x_{i, l}(t)\right|<T_{l}, \\ a_{k l}^{\prime \prime} & \left|x_{i, l}(t)\right| \geq T_{l},\end{array} \quad b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)= \begin{cases}b_{k l}^{\prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right|<T_{l}, \\ b_{k l}^{\prime \prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right| \geq T_{l},\end{cases}\right.$


Fig. 1. Numerical simulation for Example 1.
for $i=1,2,3,4$ and $k, l=1,2,3,4$, with
$\left[a_{k l}^{\prime}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}0.05 & 0.5 & 0.2 & 0.5 \\ 0.05 & 0.05 & 0.3 & 0.05 \\ 0 & 0.05 & 0.01 & 0 \\ 0.02 & 0 & 0.02 & -0.05\end{array}\right)$,
$\left[a_{k l}^{\prime \prime}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}-0.05 & 0.4 & 0.15 & 0.45 \\ -0.05 & 0 & 0.2 & -0.05 \\ 0.05 & 0 & -0.04 & 0.05 \\ -0.03 & 0.05 & -0.03 & 0\end{array}\right)$,
$\left[b_{k l}^{\prime}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}-1.02 & 0 & 0.15 & 0.05 \\ -0.04 & -1.07 & 0.2 & 0 \\ 0 & 0.05 & -0.11 & -0.05 \\ -0.03 & 0.05 & -0.03 & 0.05\end{array}\right)$,
$\left[b_{k l}^{\prime \prime}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}-1.03 & -0.05 & 0.2 & -0.05 \\ 0.01 & -1.02 & 0.25 & 0.05 \\ 0.05 & 0.02 & -0.12 & 0.05 \\ 0.02 & 0 & 0.02 & 0\end{array}\right)$.
The coupling terms $U_{i, k}(t)$ in Eq. (6), $i=1,2,3,4, k=1,2$, are with $h_{k}(\xi)=50 \tanh (\xi / 50)$ and $\gamma_{k}=0.2$ for $k=1,2,3,4, \bar{s}=0.8$ in Eq. (7), $\tau_{T}=0$, and $w_{i j}, 1 \leq i, j \leq 4$, satisfying
$W=\left[w_{i j}\right]_{1 \leq i, j \leq 4}:=\left(\begin{array}{cccc}0 & 1.2 & 0 & -0.01 \\ 0.8 & 0 & 0.4 & 0 \\ 0 & 0.8 & 0 & 0.05 \\ 0 & 0 & 1.2 & 0\end{array}\right)$.
Notably, the considered system satisfies condition (S2) because $\tau_{T}=0$. In addition, $\bar{\rho}_{l}^{f}$ and $\bar{\rho}_{l}^{h}$ in condition (S1)*, $\bar{v}_{l}^{f}$ in Eq. (2), and $\bar{I}_{k}$ in Eq. (3) can be chosen as
$\bar{\rho}_{l}^{f}=0.1, \bar{\rho}_{l}^{h}=50, \bar{v}_{l}^{f}=1, \bar{I}_{1}=0, \bar{I}_{2}=0.15, \bar{I}_{3}=0.3, \bar{I}_{4}=0.2$,
for $l=1,2,3,4$. The quantities in Eq. (8) now satisfy


Fig. 2. Numerical simulation for Example 2.
$\left[\bar{a}_{k l}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}0.05 & 0.5 & 0.2 & 0.5 \\ 0.05 & 0.05 & 0.3 & 0.05 \\ 0.05 & 0.05 & 0.04 & 0.05 \\ 0.03 & 0.05 & 0.03 & 0.05\end{array}\right),\left[\bar{b}_{k l}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}1.03 & 0.05 & 0.2 & 0.05 \\ 0.04 & 1.07 & 0.25 & 0.05 \\ 0.05 & 0.05 & 0.12 & 0.05 \\ 0.03 & 0.05 & 0.03 & 0.05\end{array}\right)$,

$$
\left[d_{k l}^{a}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}
0.1 & 0.1 & 0.05 & 0.05  \tag{100}\\
0.1 & 0.05 & 0.1 & 0.1 \\
0.05 & 0.05 & 0.05 & 0.05 \\
0.05 & 0.05 & 0.05 & 0.05
\end{array}\right),\left[d_{k l}^{b}\right]_{1 \leq k, l \leq 4}=\left(\begin{array}{cccc}
0.01 & 0.05 & 0.05 & 0.1 \\
0.05 & 0.05 & 0.05 & 0.05 \\
0.05 & 0.03 & 0.01 & 0.1 \\
0.05 & 0.05 & 0.05 & 0.05
\end{array}\right)
$$

From Eq. (97), $\bar{W}$ in Eq. (43) is now

$$
\bar{W}=\left[\bar{w}_{i j}\right]_{1 \leq i, j \leq 3}=\left(\begin{array}{ccc}
-1.99 & 0.41 & 0.01  \tag{101}\\
0.8 & -1,2 & 0.05 \\
0 & 0.8 & -1.25
\end{array}\right) \text {, }
$$

and computing Eqs. (28) and (41) yields

$$
\begin{equation*}
\overline{\bar{\omega}}=1.21,\left(\lambda_{1, k}, \lambda_{2, k}, \lambda_{3, k}\right)=(0.32,0.192,0.2) \tag{102}
\end{equation*}
$$

where $k=1,2,3,4$. From Eqs. (98)-(102), we compute Eqs. (26)-(29) and (53) to obtain

$$
\left\{\begin{array}{l}
\bar{q}_{1} \approx 24.6516, \bar{q}_{2} \approx 12.3648, \bar{q}_{3} \approx 16.4931, \bar{q}_{4} \approx 16.4171,  \tag{103}\\
\tilde{q}_{1} \approx 11.5018, \tilde{q}_{2} \approx 3.1975, \tilde{q}_{3} \approx 5.4965, \tilde{q}_{4} \approx 5.3985,
\end{array}\right.
$$

$$
\begin{equation*}
\tilde{\rho}_{1}^{f}=\tilde{\rho}_{2}^{f}=\tilde{\rho}_{3}^{f}=\tilde{\rho}_{4}^{f}=0.1, \quad \tilde{\rho}_{1}^{h} \approx 22.8310, \tilde{\rho}_{2}^{h} \approx 12.1188, \tilde{\rho}_{3}^{h} \approx 15.9198, \tilde{\rho}_{4}^{h} \approx 15.8515 \tag{104}
\end{equation*}
$$

$$
\left\{\begin{array}{l}
\hat{H}_{i, 1}^{w}=\check{H}_{1} \approx 0.7915, \hat{H}_{i, 2}^{w}=\check{H}_{2} \approx 0.9413, \hat{H}_{i, 3}^{w}=\check{H}_{3} \approx 0.8986, \hat{H}_{i, 4}^{w}=\check{H}_{4} \approx 0.8995,  \tag{105}\\
\check{H}_{i, 1}^{w}=\check{H}_{i, 2}^{w}=\check{H}_{i, 3}^{w}=\check{H}_{i, 4}^{w}=\hat{H}_{1}=\hat{H}_{2}=\hat{H}_{3}=\hat{H}_{4}=1,
\end{array}\right.
$$

where $i=1,2,3$. From Eqs. (98) and (103), it follows that condition (S1) holds. From Eqs. (97)-(101), (104), and (105), we compute Eqs. (54)-(58) to obtain

$$
\left\{\begin{array}{l}
\hat{\alpha}_{1,1} \approx-1.3650, \hat{\alpha}_{1,2} \approx-2.4246, \hat{\alpha}_{1,3} \approx-1.8977, \hat{\alpha}_{1,4} \approx-1.9080,  \tag{106}\\
\hat{\alpha}_{2,1} \approx-1.2400, \hat{\alpha}_{2,2} \approx-2.2759, \hat{\alpha}_{2,3} \approx-1.7557, \hat{\alpha}_{2,4} \approx-1.7659 \\
\hat{\alpha}_{3,1} \approx-1.2479, \hat{\alpha}_{3,2} \approx-2.2853, \hat{\alpha}_{3,3} \approx-1.7647, \hat{\alpha}_{3,4} \approx-1.7749
\end{array}\right.
$$

$\bar{\beta}_{i, 1}=1.03, \bar{\beta}_{i, 2}=1.07, \bar{\beta}_{i, 3}=0.12, \bar{\beta}_{i, 4}=0.05, \bar{\gamma}_{i, k}=0$,

$$
\left\{\begin{array}{l}
\rho_{1,1}^{w} \approx 4.1356, \rho_{1,2}^{w} \approx 2.1840, \rho_{1,3}^{w} \approx 2.7345, \rho_{1,4}^{w} \approx 2.7070,  \tag{108}\\
\rho_{2,1}^{w} \approx 8.0625, \rho_{2,2}^{w} \approx 4.2684, \rho_{2,3}^{w} \approx 5.4727, \rho_{2,4}^{w} \approx 5.4335, \\
\rho_{3,1}^{w} \approx 7.6059, \rho_{3,2}^{w} \approx 4.0260, \rho_{3,3}^{w} \approx 5.1543, \rho_{3,4}^{w} \approx 5.1165,
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\rho_{1,1}^{e}=0.1166, \rho_{1,2}^{e}=0.1206, \rho_{1,3}^{e}=0.1046, \rho_{1,4}^{e}=0.1056,  \tag{109}\\
\rho_{2,1}^{e}=0.1870, \rho_{2,2}^{e}=0.1910, \rho_{2,3}^{e}=0.1750, \rho_{2,4}^{e}=0.1760, \\
\rho_{3,1}^{e}=0.1790, \rho_{3,2}^{e}=0.1830, \rho_{3,3}^{e}=0.1670, \rho_{3,4}^{e}=0.1680,
\end{array}\right.
$$

where $i=1,2,3$ and $k=1,2,3,4$. The application of Eqs. (102) and (109) reveals that condition (S3) holds. By Eqs. (103) and (106)-(108), we compute $L_{i, k}$ in condition (S4) and $\eta_{i, k}$ in Eq. (84) to obtain

$$
\begin{align*}
& \left\{\begin{array}{l}
L_{1,1} \approx 0.2511, L_{1,2} \approx 1.2663, L_{1,3} \approx 1.6948, L_{1,4} \approx 1.7756, \\
L_{2,1} \approx 0.0464, L_{2,2} \approx 1.0333, L_{2,3} \approx 1.4698, L_{2,4} \approx 1.5504, \\
L_{3,1} \approx 0.0636, L_{3,2} \approx 1.0525, L_{3,3} \approx 1.4884, L_{3,4} \approx 1.5690,
\end{array}\right.  \tag{110}\\
& \left\{\begin{array}{l}
\eta_{1,1} \approx 0.3350, \eta_{1,2} \approx 1.3546, \eta_{1,3} \approx 1.7777, \eta_{1,4} \approx 1.8580, \\
\eta_{2,1} \approx 0.2100, \eta_{2,2} \approx 1.2059, \eta_{2,3} \approx 1.6357, \eta_{2,4} \approx 1.7159, \\
\eta_{3,1} \approx 0.2179, \eta_{3,2} \approx 1.2153, \eta_{3,3} \approx 1.6447, \eta_{3,4} \approx 1.7249,
\end{array}\right. \tag{111}
\end{align*}
$$

where Eq. (110) reveals that condition (S4) holds. Notably, $\ell$ defined in Eq. (80) now satisfies

$$
\left\{\begin{array}{l}
\ell(1,1)=1, \ell(1,2)=2, \ell(1,3)=3, \ell(1,4)=4, \ell(2,1)=5, \ell(2,2)=6,  \tag{112}\\
\ell(2,3)=7, \ell(2,4)=8, \ell(3,1)=9, \ell(3,2)=10, \ell(3,3)=11, \ell(3,4)=12 .
\end{array}\right.
$$

Applying Eqs. (88), (98)-(101), (105), (111), and (112) yields that $\mathbf{M}$ defined in Eq. (87) is approximately $\left[M_{1 j}\right]_{1 \leq j \leq 2}$, which yields $\lambda_{\text {syn }} \approx 0.9784$, cf. (91), where
$M_{11}=\left(\begin{array}{cccccc}0.3350 & -0.55 & -0.4 & -0.55 & -0.082 & 0 \\ -0.09 & 1.3546 & -0.55 & -0.1 & 0 & -0.082 \\ -0.1 & -0.1 & 1.7777 & -0.1 & 0 & 0 \\ -0.06 & -0.1 & -0.06 & 1.8580 & 0 & 0 \\ -0.16 & 0 & 0 & 0 & 0.2100 & -0.55 \\ 0 & -0.16 & 0 & 0 & -0.09 & 1.2059 \\ 0 & 0 & -0.16 & 0 & -0.1 & -0.1 \\ 0 & 0 & 0 & -0.16 & -0.06 & -0.1 \\ 0 & 0 & 0 & 0 & -0.16 & 0 \\ 0 & 0 & 0 & 0 & 0 & -0.16 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0\end{array}\right)$,
$M_{12}=\left(\begin{array}{cccccc}0 & 0 & -0.002 & 0 & 0 & 0 \\ 0 & 0 & 0 & -0.002 & 0 & 0 \\ -0.082 & 0 & 0 & 0 & -0.002 & 0 \\ 0 & -0.082 & 0 & 0 & 0 & -0.002 \\ -0.4 & -0.55 & -0.01 & 0 & 0 & 0 \\ -0.55 & -0.1 & 0 & -0.01 & 0 & 0 \\ 1.6357 & -0.1 & 0 & 0 & -0.01 & 0 \\ -0.06 & 1.7159 & 0 & 0 & 0 & -0.01 \\ 0 & 0 & 0.2179 & -0.55 & -0.4 & -0.55 \\ 0 & 0 & -0.09 & 1.2153 & -0.55 & -0.1 \\ -0.16 & 0 & -0.1 & -0.1 & 1.6447 & -0.1 \\ 0 & -0.16 & -0.06 & -0.1 & -0.06 & 1.7249\end{array}\right)$.
Thus, the coupled networks achieve global synchronization by Theorem 3.1. Fig. 2(a) shows the evolution of the components of the first network (i.e., $\left.x_{1, k}(t), k=1,2,3,4\right)$ and the corresponding synchronization error $\operatorname{Err}(t)$ for the solution, which evolves from the constant initial condition $(0.2,-0.2,0.3,0,0,-0.1,0.2,0,0.2,-0.2,0.3,0,0,-0.1,0.2,0)^{T}$ at $t_{0}=$ 0 . This shows that the solution synchronizes.

In this example, $W$ does not satisfy Eq. (39); hence, condition (S2) does not hold if it is considered that $\tau_{T} \neq 0$. Fig. 2(b) shows that by considering $\tau_{T}=2$ instead of $\tau_{T}=0$, then, for the solution that evolves from the synchronous initial condition $(\Phi(t), \Phi(t), \Phi(t), \Phi(t))^{T}$, $\Phi(t)=\left(e^{-t},-e^{-t}, e^{-t},-e^{-t}\right)^{T}$ at $t_{0}=0, \operatorname{Err}(t)$ fails to remain zero. This indicates that the synchronous set $\mathcal{S}$, cf. (38), is not positively invariant.

Example 3. Consider three coupled networks (4) in which each individual network (1) has two neurons, and for which $d_{1}=2, d_{2}=1.2, \tau_{1}=\tau_{2}=20, f_{1}(\xi)=f_{2}(\xi)=(|\xi+0.1|-$ $|\xi-0.1|) / 2, I_{1}(t) \equiv 0.25, I_{2}(t)=0.1 \sin (t / 5), T_{1}=T_{2}=0.05$, and
$a_{k l}\left(x_{i, l}(t)\right)=\left\{\begin{array}{ll}a_{k l}^{\prime} & \left|x_{i, l}(t)\right|<T_{l}, \\ a_{k l}^{\prime \prime} & \left|x_{i, l}(t)\right| \geq T_{l},\end{array} \quad b_{k l}\left(x_{i, l}\left(t-\tau_{l}\right)\right)= \begin{cases}b_{k l}^{\prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right|<T_{l}, \\ b_{k l}^{\prime \prime} & \left|x_{i, l}\left(t-\tau_{l}\right)\right| \geq T_{l},\end{cases}\right.$
for $i=1,2,3$ and $k, l=1,2$, where

$$
\left\{\begin{array}{l}
\left(a_{11}^{\prime}, a_{12}^{\prime}, a_{21}^{\prime}, a_{22}^{\prime}\right)=(0.01,0.02,-0.02,-0.03), \quad\left(a_{11}^{\prime \prime}, a_{12}^{\prime \prime}, a_{21}^{\prime \prime}, a_{22}^{\prime \prime}\right) \\
\quad=(-0.01,-0.02,0.02,0.03), \\
\left(b_{11}^{\prime}, b_{12}^{\prime}, b_{21}^{\prime}, b_{22}^{\prime}\right)=(-2.028,0.1,0.1,-0.2), \quad\left(b_{11}^{\prime \prime}, b_{12}^{\prime \prime}, b_{21}^{\prime \prime}, b_{22}^{\prime \prime}\right) \\
\quad=(-2.026,-0.1,-0.1,0.2)
\end{array}\right.
$$

The coupling terms $U_{i, k}(t)$ in Eq. (6), $i=1,2,3, \quad k=1,2$, have $h_{1}(\xi)=h_{2}(\xi)=$ $200 \tanh (\xi / 200), \gamma_{1}=0.28, \gamma_{2}=0.2, \bar{s}=2$ in Eq. (7), $\tau_{T}=2$, and $w_{i j}, 1 \leq i, j \leq 3$, satisfying
$W=\left[w_{i j}\right]_{1 \leq i, j \leq 3}:=\left(\begin{array}{ccc}0 & 0.8 & 0.2 \\ 0.3 & 0 & 0.7 \\ 0.3 & 0.7 & 0\end{array}\right)$.
From Eq. (113), the considered system uses $\tau_{T}=2$, and satisfies Eq. (39) with $\chi=1$; hence, condition (S2) is satisfied. Notably, $\bar{\rho}_{l}^{f}$ and $\bar{\rho}_{l}^{h}$ in condition (S1)*, $\bar{v}_{l}^{f}$ in Eq. (2), and $\bar{I}_{k}$ in Eq. (3) can be chosen as
$\bar{\rho}_{1}^{f}=\bar{\rho}_{2}^{f}=0.1, \bar{\rho}_{1}^{h}=\bar{\rho}_{2}^{h}=200, \bar{v}_{1}^{f}=\bar{v}_{2}^{f}=1, \bar{I}_{1}=0.25, \bar{I}_{2}=0.1$.
From Eq. (8), we obtain

$$
\left\{\begin{array}{l}
\left(\bar{a}_{11}, \bar{a}_{12}, \bar{a}_{21}, \bar{a}_{22}\right)=(0.01,0.02,0.02,0.03),\left(\bar{b}_{11}, \bar{b}_{12}, \bar{b}_{21}, \bar{b}_{22}\right)=(2.028,0.1,0.1,0.2),  \tag{115}\\
\left(d_{11}^{a}, d_{12}^{a}, d_{21}^{a}, d_{22}^{a}\right)=(0.02,0.04,0.04,0.06),\left(d_{11}^{b}, d_{12}^{b}, d_{21}^{b}, d_{22}^{b}\right)=(0.002,0.2,0.2,0.4)
\end{array}\right.
$$

From Eq. (113), $\bar{W}$ in Eq. (43) becomes
$\bar{W}=\left[\bar{w}_{i j}\right]_{1 \leq i, j \leq 2}=\left(\begin{array}{cc}-1.3 & 0.5 \\ 0 & -1.7\end{array}\right)$,
and we compute Eqs. (28) and (41) to obtain
$\bar{\omega}=1, \lambda_{1,1}=0.616, \lambda_{1,2}=0.44, \lambda_{2,1}=0.784, \lambda_{2,2}=0.56$.
From Eqs. (114)-(117), we compute Eqs. (26)-(29) and (53) to obtain

$$
\begin{align*}
& \bar{q}_{1} \approx 56.5129, \bar{q}_{2} \approx 67.1125, \tilde{q}_{1} \approx 15.9284, \tilde{q}_{2} \approx 22.0132, \\
& \tilde{\rho}_{1}^{f}=\tilde{\rho}_{2}^{f}=0.1, \tilde{\rho}_{1}^{h} \approx 55.0554, \tilde{\rho}_{2}^{h} \approx 64.7020, \\
& \check{H}_{1}^{\chi}=\check{H}_{1} \approx 0.9242, \check{H}_{2}^{\chi}=\check{H}_{2} \approx 0.8953, \hat{H}_{1}^{\chi}=\hat{H}_{1}=\hat{H}_{2}^{\chi}=\hat{H}_{2}=1 . \tag{120}
\end{align*}
$$

As seen from Eqs. (114) and (118), condition (S1) holds. From Eqs. (113)-(116), (119), (120), and $\chi=1$, we compute Eqs. (54)-(58) to obtain

$$
\begin{equation*}
\hat{\alpha}_{i, 1} \approx-2.2488, \hat{\alpha}_{i, 2} \approx-1.3491, \bar{\beta}_{i, 1}=2.028, \bar{\beta}_{i, 2}=0.2, \bar{\gamma}_{1,1}=0.084, \bar{\gamma}_{1,2}=0.06 \tag{121}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\gamma}_{2,1}=0.196, \bar{\gamma}_{2,2}=0.14, \rho_{1,1}^{w} \approx 15.4395, \rho_{1,2}^{w} \approx 12.9644, \rho_{2, k}^{w} \approx 0.0240, \tag{122}
\end{equation*}
$$



Fig. 3. Numerical simulation for Example 3.

$$
\begin{equation*}
\rho_{1,1}^{e}=0.5302, \rho_{1,2}^{e}=0.4300, \rho_{2,1}^{e}=0.3622, \rho_{2,2}^{e}=0.3100 \tag{123}
\end{equation*}
$$

where $i=1,2$ and $k=1$, 2. From Eqs. (117) and (123), it follows that condition (S3) holds. Using Eqs. (118), (121), and (122), we compute $L_{i, k}$ in condition (S4) and $\eta_{i, k}$ in Eq. (84) to obtain

$$
\begin{equation*}
L_{1,1} \approx 0.0002, L_{2,1} \approx 0.0246, L_{1,2} \approx 0.9925, L_{2,2} \approx 1.0089 \tag{124}
\end{equation*}
$$

$$
\eta_{1,1} \approx 0.1368, \eta_{2,1} \approx 0.0248, \eta_{1,2} \approx 1.0891, \eta_{2,2} \approx 1.0091
$$

Notably, Eq. (124) reveals that condition (S4) holds. The mapping $\ell$ defined in Eq. (80) now satisfies
$\ell(1,1)=1, \ell(1,2)=2, \ell(2,1)=3, \ell(2,2)=4$.
From Eqs. (88), (114)-(116), (120), (125), and (126), we obtain that $\mathbf{M}$ is approximately
$\left(\begin{array}{cccc}0.1368 & -0.12 & -0.14 & 0 \\ -0.12 & 1.0891 & 0 & -0.1 \\ 0 & 0 & 0.0248 & -0.12 \\ 0 & 0 & -0.12 & 1.0091\end{array}\right)$,
which yields $\lambda_{\text {syn }} \approx 0.5758$, cf. (91). Subsequently, the coupled networks achieve global synchronization by Theorem 3.1. Fig. 3 demonstrates the evolution of the components of the first network (i.e., $x_{1, k}(t), k=1,2$ ) and the corresponding synchronization error $\operatorname{Err}(t)$ for the solution, which evolves from the constant initial condition $(-0.1,-0.1,0,-0.1,0,0)^{T}$ at $t_{0}=0$. This shows that the solution synchronizes.

Remark 4.1. As discussed in the Introduction, the existing work on synchronization of coupled MNNs mostly considered linear couplings or couplings that consist of a linear term and a sign function term. In addition, the work which considered multiple MNNs required that all nonzero off-diagonal entries of the connection matrix have the same signs. Notably, the couplings considered in Examples 2 and 3 consist of a nonlinear term and a sign function term; moreover, the off-diagonal entries of the connection matrix considered in Example 2 have mixed signs. To the best of our knowledge, synchronization of the systems in Examples 2 and 3 can not be concluded by existing techniques, even if the system in Example 2 is without a transmission delay (i.e., $\tau_{T}=0$ ).

## 5. Conclusion

This study establishes the global synchronization of multiple MNNs. Previous studies on synchronization of coupled MNNs commonly considered linear couplings or couplings comprising a linear term and a sign function term; moreover, most studies did not consider transmission delays across different networks. In addition, the work that considered multiple MNNs required that all nonzero off-diagonal entries of the connection matrix have the same signs. The model under consideration in this paper can have both internal delays and transmission delay. The coupling functions consist of a nonlinear term and a sign term, and the off-diagonal entries of the connection matrix can have mixed signs. The derived synchronization criteria depend on whether the transmission delay exists, and it can be examined by straightforward computations. We implemented our theories to study the global synchronization of nonlinearly coupled MNNs in two examples, which cannot be treated by the existing approaches, cf. Remark 4.1. In our future work, we are interested in establishing the delay-magnitude-dependent synchronization criteria of multiple MNNs.

## Acknowledgment

This work is partially supported by the Ministry of Science and Technology of Taiwan under the grant MOST 105-2115-M-004-002.

## References

[1] M. Forti, P. Nistri, D. Papini, Global exponential stability and global convergence in finite time of delayed neural networks with infinite gain, IEEE Trans. Neural Netw. 16 (6) (2005) 1449-1463.
[2] T. Yang, L.O. Chua, Impulsive stabilization for control and synchronization of chaotic systems: theory and application to secure communication IEEE trans. circuits syst. I, Fundam. Theory Appl. 44 (10) (1997) 976-988.
[3] H. Haken, Synchronization and pattern recognition in a pulse-coupled neural net., Phys. D 205 (2005) 1-6.
[4] V. Perez-Munuzuri, V. Perez-Villar, L.O. Chua, Autowaves for image processing on a two-dimensional CNN array of excitable non-linear circuits: flat and wrinkled labyrinths, IEEE Trans. Circuits Syst. I 40 (3) (1993) 174-181.
[5] L.O. Chua, Memristor-the missing circuit element, IEEE Trans. Circuit Theory 18 (5) (1971) 507-519.
[6] D.B. Strukov, G.S. Snider, D.R. Stewart, R.S. Williams, The missing memristor found, Nature 453 (2008) 80-83.
[7] H. Kim, M. Sah, C. Yang, T. Roska, L.O. Chua, Neural synaptic weighting with a pulse-based memristor circuit, IEEE Trans. Circuits Syst. I Regul. Pap. 59 (1) (2012) 148-158.
[8] A. Ascoli, V. Lanza, F. Corinto, R. Tetzlaff, Synchronization conditions in simple memristor neural networks, J. Frankl. Inst. 352 (2015) 3196-3220.
[9] Y. Gu, Y. Yu, H. Wang, Synchronization for fractional-order time-delayed memristor-based neural networks with parameter uncertainty, J. Frankl. Inst. 353 (2016) 3657-3684.
[10] Z. Guo, J. Wang, Z. Yan, Global exponential dissipativity and stabilization of memristor-based recurrent neural networks with time-varying delays, Neural Netw. 48 (2013) 158-172.
[11] Y. Shi, J. Cao, G. Chen, Exponential stability of complex-valued memristor-based neural networks with timevarying delays, Appl. Math. Comput. 313 (2017) 222-234.
[12] S. Wen, Z. Zeng, T. Huang, Y. Chen, Passivity analysis of memristor-based recurrent neural networks with time-varying delay, J. Frankl. Inst. 350 (8) (2013) 2354-2370.
[13] A. Wu, Z. Zeng, C. Fu, Dynamic analysis of memristive neural system with unbounded time-varying delays, J. Frankl. Inst. 351 (5) (2014) 3032-3041.
[14] H. Wu, X. Han, L. Wang, Y. Wang, B. Fang, Exponential passivity of memristive neural networks with mixed time-varying delays, J. Frankl. Inst. 353 (3) (2016) 688-712.
[15] Z. Cai, L. Huang, L. Zhang, New conditions on synchronization of memristor-based neural networks via differential inclusions, Neurocomputing 186 (19) (2016) 235-250.
[16] A. Wu, Z. Zeng, X. Zhu, J. Zhang, Exponential synchronization of memristor-based recurrent neural networks with time delays, Neurocomputing 74 (17) (2011) 3043-3050.
[17] H. Bao, J. Park, J. Cao, Matrix measure strategies for exponential synchronization and anti-synchronization of memristor-based neural networks with time-varying delays, Appl. Math. Comput. 270 (1) (2015) 543-556.
[18] S. Wen, G. Bao, Z. Zeng, Y. Chen, T. Huang, Global exponential synchronization of memristor-based recurrent neural networks with time-varying delay, Neural Netw. 48 (2013) 195-203.
[19] A. Wu, S. Wen, Z. Zeng, Synchronization control of a class of memristor-based recurrent neural networks, Inf. Sci. 183 (1) (2012) 106-116.
[20] N. Li, J. Cao, New synchronization criteria for memristor-based networks: adaptive control and feedback control schemes, Neural Netw. 61 (2015) 1-9.
[21] X. Yang, J. Cao, J. Liang, Exponential synchronization of memristive neural networks with delays: interval matrix method, IEEE Trans. Neural Netw. Learn. Syst. 28 (8) (2017) 1878-1888.
[22] X. Yang, D.W.C. Ho, Synchronization of delayed memristive neural networks: robust analysis approach, IEEE Trans. Cybern. 46 (12) (2016) 3377-3387.
[23] L. Wang, Y. Shen, Q. Yin, G. Zhang, Adaptive synchronization of memristor-based neural networks with time-varying delays, IEEE Trans. Neural Netw. Learn. Syst. 26 (9) (2015) 2033-2042.
[24] S. Wen, Z. Zeng, T. Huang, Y. Zhang, Exponential adaptive lag synchronization of memristive neural networks via fuzzy method and applications in pseudorandom number generators, IEEE Trans. Fuzzy Syst. 22 (6) (2014) 1704-1713.
[25] S. Ding, Z. Wang, H. Niu, H. Zhang, Stop and go adaptive strategy for synchronization of delayed memristive recurrent neural networks with unknown synaptic weights, J. Frankl. Inst. 354 (12) (2017) 4989-5010.
[26] G. Zhang, Y. Shen, New algebraic criteria for synchronization stability of chaotic memristive neural networks with time-varying delays, IEEE Trans. Neural Netw. Learn. Syst. 24 (10) (2013) 1701-1707.
[27] Z. Guo, J. Wang, Z. Yan, Global exponential synchronization of two memristor-based recurrent neural networks with time delays via static or dynamic coupling, IEEE Trans. Syst., Man, Cybern., Syst. 45 (2) (2015) 235-249.
[28] G. Zhang, Y. Shen, Exponential synchronization of delayed memristor-based chaotic neural networks via periodically intermittent control, Neural Netw 55 (2014) 1-10.
[29] J. Gao, P. Zhu, W. Xiong, J. Cao, L. Zhang, Asymptotic synchronization for stochastic memristor-based neural networks with noise disturbance, J. Frankl. Inst. 353 (2016) 3271-3289.
[30] Z. Guo, S. Yang, J. Wang, Global synchronization of stochastically disturbed memristive neurodynamics via discontinuous control laws, IEEE/CAA J. Autom. Sinica 3 (2) (2016) 121-131.
[31] A. Abdurahman, H. Jiang, Z. Teng, Exponential lag synchronization for memristor-based neural networks with mixed time delays via hybrid switching control, J. Frankl. Inst. 353 (2016) 2859-2880.
[32] Z. Cai, L. Huang, D. Wang, L. Zhang, Periodic synchronization in delayed memristive neural networks based on Filippov systems, J. Frankl. Inst. 352 (10) (2015) 4638-4663.
[33] A. Abdurahman, H. Jiang, C. Hu, General decay synchronization of memristor-based Cohen-Grossberg neural networks with mixed time-delays and discontinuous activations, J. Frankl. Inst. (2017), doi:10.1016/j.jfranklin. 2017.08.013.
[34] N. Balmforth, C. Tresser, P. Worfolk, C.W. Wu, Master-slave synchronization and the lorenz equations, Chaos 7 (3) (1997) 391-394.
[35] V.E. Bondarenko, Information processing, memories, and synchronization in chaotic neural network with the time delay, Complexity 11 (2) (2005) 39-52.
[36] G. Wang, Y. Shen, Exponential synchronization of coupled memristive neural networks with time delays, Neural Comput. Appl. 24 (2014) 1421-1430.
[37] Z. Guo, S. Yang, J. Wang, Global exponential synchronization of multiple memristive neural networks with time delay via nonlinear coupling, IEEE Trans. Neural Netw. Learn. Syst. 26 (6) (2015) 1300-1311.
[38] S. Yang, Z. Guo, J. Wang, Robust synchronization of multiple memristive neural networks with uncertain parameters via nonlinear coupling, IEEE Trans. Neural Netw. Learn. Syst. 45 (7) (2015) 1077-1086.
[39] W. Zhang, C. Li, T. Huang, X. He, Synchronization of memristor-based coupling recurrent neural networks with time-varying delays and impulses, IEEE Trans. Neural Netw. Learn. Syst. 26 (2015) 3308-3313.
[40] H. Bao, J.H. Park, J. Cao, Exponential synchronization of coupled stochastic memristor-based neural networks with time-varying probabilistic delay coupling and impulsive delay, IEEE Trans. Neural Netw. Learn. Syst. 27 (1) (2016) 190-201.
[41] A.F. Filippov, Differential Equations With Discontinuous Right-Hand Sides, Kluwer, Amsterdam, The Netherlands, 1988.
[42] J.P. Aubin, A. Cellina, Differential Inclusions, Springer-Verlag, Berlin, Germany, 1984.
[43] F.H. Clarke, Y.S. Ledyaev, R.J. Stem, R.R. Wolenski, Nonsmooth Analysis and Control Theory, Springer-Verlag, New York, 1998.
[44] J.P. Tseng, A novel approach to synchronization of nonlinearly coupled network systems with delay, Phys. A 452 (2016) 266-280.
[45] X. Liu, W. Yu, J. Cao, F. Alsaadi, Finite-time synchronization control of complex networks via non-smooth analysis, IET Control Theory Appl. 9 (8) (2015) 1245-1253.
[46] X. Liu, J. Cao, Exponential stability of anti-periodic solutions for neural networks with multiple discrete and distributed delays, Proc. IMechE Part I J. Syst. Control Eng. 223 (3) (2009) 299-308.


[^0]:    E-mail address: jptseng@nccu.edu.tw.
    https://doi.org/10.1016/j.jfranklin.2018.06.026
    0016-0032/© 2018 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.

