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# Filtered-Variate Prior Distributions for Histogram Smoothing 

James M. Dickey and Thomas J. Jiang


#### Abstract

We develop prior distributions for histogram inference favoring smooth population frequencies; that is, probability vectors with small differences for neighboring categories. We give a theory of prior-random probability vectors representable as a linear transform, or "filter," of a standard random probability vector, or equivalently, a random weighted average of nonrandom smooth probability vectors. Promising methods of prior assessment are given based on elicitation of a list of typically smooth probability vectors, the empirical moments of which can then be matched by the mean vector and variance matrix of a constructed continuoustype filtered-variate prior distribution.
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## 1. INTRODUCTION

How can a statistician effectively model a subject-matter expert's prior partial belief in local smoothness of the unknown sampling probabilities of histogram categories? That is, how can a joint prior distribution be chosen to give high prior probability to the event that the sampling probabilities are "smooth," that neighboring categories have probabilities close in value? Equivalently, how can one arrange low prior expected squared differences between neighboring category probabilities? The categories may refer to grouping intervals, for example, and their probabilities may be the integrals of a relatively smooth, but otherwise unknown, density function. This problem is important for a wide range of applications, from uses of one-way histogram data to medical diagnosis, optical image processing, and other uses of multidimensional histograms. The problem has been important for decades (see, e.g., Dickey 1968a; Vardi, Shepp, and Kaufman 1985). In its extreme form, with an infinite or continuous set of categories, it is the problem of Bayesian nonparametric inference, a major embarrassment to Bayesians (L. J. Savage, personal communication, 1970). A review of the literature would be overly lengthy here, but the reader may find interest in the discussions and citations of de Finetti (1935), Diaconis and Freedman (1986), Dickey (1968a), Lenk (1988), Leonard (1978), and Titterington (1985).

In its finite form, the problem can be set out as follows. A vector will be called a probability $k$ vector if each of its $k$ coordinates is nonnegative and the coordinates sum to unity. Denote the simplex of probability $k$ vectors by $\Delta^{(k)} \subset R^{k}$, and let $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$ be a probability $k$

[^0]vector, the coordinates of which comprise the probability masses of the unknown parent distribution of a sampling process with $k$ categories. As called for by Dickey (1968), families of prior distributions for $\theta$ are needed that will have the following four properties, in addition to giving unit probability to $\Delta^{(k)}$ :

1. The family must be large enough to allow a choice accurately expressing the real predata expert uncertainty concerning $\boldsymbol{\theta}$. In particular, prior distributions favoring smooth values of $\boldsymbol{\theta}$ should be available.
2. Situationally appropriate assessment methods should facilitate the choice of a meaningful member of the family.
3. Following the arrival of new statistical data, Bayes theorem calculations should be simple to carry out.
4. The resulting posterior distribution of $\theta$ must be tractable, in that one can easily compute inferentially useful summaries of the posterior distribution.

We propose a family of prior distributions on $\Delta^{(k)}$, together with practical methods for their assessment, satisfying these requirements. To appreciate difficulties and establish notation, consider iid sampling from a finite distribution having a probability mass function, $\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{k}\right) \in \Delta^{(k)}$, with probability $\theta_{i}$ assigned to the $i$ th category ( $x=i$, say), $P(x=i \mid \theta)=\theta_{i}$, for $i=1, \ldots, k$. Under noninformative stopping (Raiffa and Schlaifer 1961, sec. 2.3), the category counts $\mathbf{n}=\left(n_{1}, \ldots, n_{k}\right)$ suffice for the likelihood function from a sample sequence $\mathrm{x}=\left(x_{1}, \ldots, x_{N}\right)$ stopped at $N$,

$$
\begin{equation*}
p(N, \mathbf{x} \mid \boldsymbol{\theta}) \propto \prod_{i=1}^{k} \theta_{i}^{n_{i}} \equiv L_{n}(\boldsymbol{\theta}) \tag{1}
\end{equation*}
$$

where $n_{+}=N$ (defining $n_{+} \equiv n_{1}+\cdots+n_{k}$ ). (The proportionality is taken with respect to $\theta$ ). For example, if the sample size $N$ is prespecified, then $(\mathbf{n} \mid \boldsymbol{\theta}) \sim \operatorname{multinomial}(N, \boldsymbol{\theta})$. The usual conjugate family of prior distributions for likelihoods (1) is the Dirichlet, $\boldsymbol{\theta} \sim D(\mathbf{b}), \mathbf{b}=\left(b_{1}, \ldots, b_{k}\right)$, each $0 \leq b_{i} \leq \infty$, having the density (if each $0<b_{i}<\infty$ ), $p(\boldsymbol{\theta})=B(\mathbf{b})^{-1} \prod_{i=1}^{k} \theta_{i}^{b_{i}-1}, \boldsymbol{\theta} \in \Delta^{(k)}$, where $B(\mathbf{b})=$ $\left[\Pi \Gamma\left(b_{i}\right)\right] / \Gamma\left(b_{+}\right)$. The $k$ coordinates identically sum to unity,

[^1]$\theta_{+} \equiv 1$, and the density is the same for every choice of $k-1$ coordinate variables; for example, $\theta_{1}, \ldots, \theta_{k-1}$. The resulting posterior distribution would again be Dirichlet, $\boldsymbol{\theta}|N, \mathbf{x} \sim \boldsymbol{\theta}| \mathbf{n} \sim D(\mathbf{b}+\mathbf{n})$, with the updated parameter vector $\mathbf{b}+\mathbf{n}$.

The general $d$ th mixed moment of $\boldsymbol{\theta} \sim D(\mathbf{b})$, for $\mathbf{d}=$ $\left(d_{1}, \ldots, d_{k}\right)$, is $E \prod_{i=1}^{k} \theta_{i}^{d_{i}}=h(\mathbf{d} ; \mathbf{b})$, where

$$
\begin{equation*}
h(\mathbf{d} ; \mathbf{b})=B(\mathbf{b}+\mathbf{d}) / B(\mathbf{b}) . \tag{2}
\end{equation*}
$$

So the mean vector and variance matrix are $E \boldsymbol{\theta}=\mathbf{w}$, where $\mathbf{w}=\mathbf{b} / b_{+}$, and $\operatorname{var}(\boldsymbol{\theta})=\left(b_{+}+1\right)^{-1}\left[\operatorname{diag}(\mathbf{w})-\mathbf{w} \mathbf{w}^{T}\right]$, where $\operatorname{diag}(\mathbf{w})$ is the diagonal matrix with $i$ th diagonal entry $w_{i}$, and (taking vectors as column arrays) $\mathbf{w w}^{T}$ denotes the $k \times k$ matrix of $i, j$ th entries $w_{i} w_{j}$. Distributions on the probability simplex in which the first two moments are related proportionally through such a matrix quadratic function, with the multiplier $\left(b_{+}+1\right)^{-1}$ generalized to an arbitrary constant, will be defined as having mean-structured variance (MSV).

Prior expected squared differences can be written as $E\left[\left(\theta_{i}-\theta_{j}\right)^{2}\right]=\left[E\left(\theta_{i}\right)-E\left(\theta_{j}\right)\right]^{2}+\left[\operatorname{var}\left(\theta_{i}\right)+\operatorname{var}\left(\theta_{j}\right)\right]-2$ $\operatorname{cov}\left(\theta_{i}, \theta_{j}\right)$. So a high positive prior correlation of adjacent or near-neighbor category probabilities is desirable, to have a small expected squared difference, to express a prior belief in local smoothness. Then the nonsmooth character of Dirichlet distributions is revealed by their moments, every correlation from such a variance matrix being necessarily nonpositive: $\operatorname{corr}\left(\theta_{i}, \theta_{j}\right)=-\left\{\left[w_{i} /\left(1-w_{i}\right)\right] \cdot\left[w_{j} /(1-\right.\right.$ $\left.\left.\left.w_{j}\right)\right]\right\}^{1 / 2}$. Because the posterior distribution from a Dirichlet prior is again Dirichlet, the posterior moments are similar in character to the prior moments. Both prior and posterior correlations are nonpositive between every pair of category probabilities, and this is true of the posterior distribution no matter how smooth the data (or even the posterior mean) may be.

The Dirichlet posterior mean can be written as an estimator that shrinks the usual unbiased maximum likelihood estimate, $\hat{\boldsymbol{\theta}}=\mathbf{n} / N$, toward the prior mean point $\mathbf{w}, E(\boldsymbol{\theta} \mid \mathbf{n})=$ $(1-u) \hat{\boldsymbol{\theta}}+u \mathbf{w}$, where $u=b_{+} /\left(b_{+}+N\right)$. If the prior mean $\mathbf{w}$ is smoother than $\hat{\boldsymbol{\theta}}$, then so is the posterior mean, and thus we would have a "smoothed" estimate. However, as recognized by Good and Gaskins (1971, 1980), such smoothing by scale-shrinkage is global rather than local, in the sense that the differences between neighboring probabilities are diminished to no greater extent than are the nonneighboring differences. Indeed, the effect of this global smoothing in a posterior mean difference, $E\left(\theta_{i} \mid \mathbf{n}\right)-E\left(\theta_{j} \mid \mathbf{n}\right)$, depends only on the corresponding prior mean difference $w_{i}-w_{j}$ and not on the distance between categories (e.g., $|i-j|$ ), because $E\left(\theta_{i} \mid \mathbf{n}\right)-E\left(\theta_{j} \mid \mathbf{n}\right)=(1-u)\left(\hat{\theta}_{i}-\hat{\theta}_{j}\right)+u\left(w_{i}-w_{j}\right)$, for all $i, j$, where the weights $1-u$ and $u$ are independent of $i, j$. If the prior mean is smooth, then $w_{i}-w_{j}$ in the second term is close to 0 for short distances $|i-j|$, but $w_{i}-w_{j}$ may also be close to 0 for various longer distances. A similar situation holds for the posterior mode.

In multivariate-normal sampling, however, with a conjugate multivariate-normal prior, the posterior mean and mode are the same point, and this point is a matrix-convex
combination of the prior mean and the usual maximum likelihood estimate. But the family of normal distributions is closed under linear operations on the random vector, and so a normal prior distribution can be assigned an arbitrary prior covariance structure, say $\operatorname{var}(\boldsymbol{\mu})=\mathbf{V}_{\mu}$. In obvious notation, $E(\boldsymbol{\mu} \mid \hat{\boldsymbol{\mu}})=(\mathbf{I}-\mathbf{U}) \hat{\boldsymbol{\mu}}+\mathbf{U} E(\boldsymbol{\mu})$, with $\mathbf{I}-\mathbf{U}=\mathbf{V}_{\mu}\left(\mathbf{V}_{\mu}+\mathbf{V}_{\hat{\mu} \mid \mu}\right)^{-1}$ and $\mathbf{U}=\mathbf{V}_{\hat{\mu} \mid \mu}\left(\mathbf{V}_{\mu}+\mathbf{V}_{\hat{\mu} \mid \mu}\right)^{-1}$. As noted by Titterington (1985), the difference of posteriormean (mode) coordinates can be written as

$$
\begin{align*}
& E\left(\mu_{i} \mid \hat{\boldsymbol{\mu}}\right)-E\left(\mu_{j} \mid \hat{\boldsymbol{\mu}}\right) \\
&=\left(D_{i, j} \mathbf{V}_{\mu}\right)\left(\mathbf{V}_{\mu}+\mathbf{V}_{\hat{\boldsymbol{\mu}} \mid \mu}\right)^{-1} \hat{\boldsymbol{\mu}} \\
&+\left(D_{i, j} \mathbf{V}_{\hat{\boldsymbol{\mu}} \mid \mu}\right)\left(\mathbf{V}_{\mu}+\mathbf{V}_{\hat{\mu} \mid \mu}\right)^{-1} E(\boldsymbol{\mu}) \tag{3}
\end{align*}
$$

where the operator $D_{i, j}$ yields the difference between the $i$ th and $j$ th row vectors, $D_{i, j} \mathbf{V}=\left(v_{i 1}-v_{j 1}, \ldots, v_{i k}-v_{j k}\right)$. By (3), we see that normal-theory smoothing can be truly local, in that a gently varying prior variance-covariance would mean a small difference between the $i$ th and $j$ th row vectors of $\mathbf{V}_{\mu}$ for a short distance $|i-j|$, and thereby a small effect from the local differences in the data $\hat{\boldsymbol{\mu}}$ through the first term of (3).
Lenk (1988), Leonard (1973), and others achieved local smoothing of histogram data by modifying and exploiting the normal conjugate theory. A nonlinear (logistic) change of variable on a multivariate normal vector was used to guarantee prior certainty for the event that all the category probabilities are nonnegative and sum to unity. (See Good and Gaskins 1971, 1980 for related methods.) As an alternative theory, we will work directly with a linear transform or "filter" of a Dirichlet or other MSV random vector, the support set of which naturally will lie within the probability simplex. Unlike the normal distributions, however, a class of MSV distributions is not closed under linear transformations of the vector variate. The density of a linear transform is complicated, and if such a density were used as the prior density for multinomial sampling, then the posterior density would be even more complicated. But we shall succeed in using the distribution of a linear transform of an MSV vector as the prior distribution of the category probabilities by maintaining the untransformed MSV random vector as the variable of integration of the prior and posterior density functions. Both the prior and the resulting posterior distributions will then be tractable. The posterior mean, and sometimes the posterior mode, will be computable as estimates, together with other inferential summaries and properties of the prior and posterior distributions.
In Section 2 we formalize the concept of linearly filtering a random vector to obtain a "filtered-variate" generalization of its distribution for prior local smoothness. In Section 3, we develop the filtered-variate Dirichlet family of prior distributions and their consequent posterior distributions. The corresponding posterior family will be a filtered-variate form of Dickey's (1983) generalized Dirichlet distribution. In Section 3 we also give the inferences read from the posterior distribution for smoothed estimation and for hypothesis comparison.
A central problem of this research is how to choose or "assess" a specific filtered-variate prior distribution. A
promising line of approach was found by viewing the filtered-variate Dirichlet as a filtered-variate MSV distribution. The crucial property of a filtered-variate MSV is that the low-order moments can be expressed in terms of the corresponding moments of a finite distribution on the set of column vectors of the filter matrix. This will enable the elicitation of expert prior opinion in the form of a list of typically smooth probability vectors, which can then be linearly transformed, or "dilated," to serve as the column vectors in the filtering matrix, thereby yielding a filtered-variate prior distribution having first- and second-order moments identical to the empirical moments of the assessed list of typical vectors. The theory of general MSV distributions and their filtered-variate forms is developed in Section 4, and used for prior assessment in Section 5. In Section 6 we give simple examples of the assessment and use of filtered-variate priors in histogram smoothing problems. We conclude in Section 7 by mentioning generalizations to a continuous sampling variable and/or continuous-type random mixing measure. We provide the relevant proofs in an Appendix.

## 2. FILTERED-VARIATE DISTRIBUTIONS

We obtain a random probability vector $\theta$ in $\Delta^{(k)}$ by defining $\theta$ as a linear transform of a "standard" random probability vector $\alpha$ in $\Delta^{(m)}$. Let

$$
\begin{equation*}
\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}, \tag{4}
\end{equation*}
$$

where $\mathbf{G}(k \times m)$ is a constant matrix and the probability $m$ vector $\alpha$ (column) has a specified distribution. Then $\boldsymbol{\theta}$ will be said to have a filtered-variate form of the distribution of $\boldsymbol{\alpha}$. If $\boldsymbol{\alpha}$ has a Dirichlet distribution, $\boldsymbol{\alpha} \sim D(\mathbf{a}), \mathbf{a}=\left(a_{1}, \ldots, a_{m}\right)$, then $\boldsymbol{\theta}$ has a filtered-variate Dirichlet distribution. Denote the distribution of (4), where $\boldsymbol{\alpha} \sim D(\mathbf{a})$, by $\boldsymbol{\theta} \sim F_{G} D(\mathbf{a})$. (This distribution is in no way a "mixture of Dirichlet distributions," because there is only one Dirichlet distribution involved.) What are essentially one-dimensional filtered-variate Dirichlet distributions were studied by Bloch and Watson (1967), Cifarelli and Regazzini (1990), Diaconis and Kemperman (1996), Dickey (1983), and Jiang (1984, 1988). Properties in arbitrary dimensions, including results on the density, were given by Dickey, Garthwaite, and Bian (1995). The Dirichlet distribution $D(\mathbf{a})$ itself is the special case $F_{I} D(\mathbf{a})$.

It is instructive to interpret a filtered-variate distribution (4) in two ways:

1. Each coordinate of $\boldsymbol{\theta}$ is a linear combination (or "filter") of the coordinates of the random vector $\alpha, \theta_{i}=$ $g_{i, 1} \alpha_{1}+\cdots+g_{i, m} \alpha_{m}$, each $i=1, \ldots, k$. Hence our use of the compound adjective "filtered-variate" for the random vector $\theta$. The variate is filtered rather than the distribution, as would be the case with a mixture of prior distributions or a density transformed by an integral operator.
2. The vector $\theta$ is a weighted average of the fixed column vectors of $G$, with random weights $\alpha$. For an array of column vectors, $\mathbf{G}=\left(\mathbf{g}_{1}, \ldots, \mathbf{g}_{m}\right)$, write $\boldsymbol{\theta}=$ $\alpha_{1} \mathbf{g}_{1}+\cdots+\alpha_{m} \mathbf{g}_{m}$. Because $\boldsymbol{\theta}$ will need to be a proba-
bility vector for every realization of $\alpha$, and in particular for each unit-coordinate point, $\alpha_{j}=1, \alpha_{j^{\prime}}=0$ (all $j^{\prime} \neq j$ ), we have the following result.

Lemma 1. If the support of the underlying random probability $m$ vector $\alpha$ includes the extreme points of $\Delta^{(m)}$, then the requirement that the support of $\theta$ (4) be contained in $\Delta^{(k)}$ is equivalent to the requirement that each column vector $\mathbf{g}_{j}$ of $\mathbf{G}$ be a probability $k$ vector.

Thus we assume that all entries of $\mathbf{G}$ are nonnegative and each column sums to unity. That is, the fixed matrix $G$ is what is called a (singly) stochastic matrix. If the support set of the random weights $\alpha$ is the full probability simplex $\Delta^{(m)}$ (e.g., if $\alpha \sim D(\mathbf{a})$ and for each parameter coordinate, $0<a_{j}<\infty$ ), then the support set of random $\boldsymbol{\theta}$ is the full convex hull of the (fixed) column vectors of $\mathbf{G}, \mathrm{CHull}(\mathbf{G})$, a convex polytope and subset of $\Delta^{(k)}$. The vertices or extreme points of $\mathbf{C H u l l}(\mathbf{G})$ are column vectors of $\mathbf{G}$, but not all columns of $\mathbf{G}$ need be vertices. The polytope $\mathrm{CHull}(\mathbf{G})$ would be a complicated range to work with if one tried to develop and use a density for $\theta$, with only the case $k=m$ with nonsingular $G$ being simple. The only densities that we use are densities of the weights vector $\alpha$, whose support is chosen to be the full probability simplex $\Delta^{(m)}$. Note that our focus here is on statistical inference about $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}$, and not about $\alpha$ or $\mathbf{G}$, so no problem of identifiability can arise from a choice of lower rank for G. But, as with any prior distribution, the support $\mathrm{CHull}(\mathbf{G})$ should include, or nearly include, the so-called "true" value of the parameter $\theta$.

## 3. STATISTICAL INFERENCE

### 3.1 Bayes Theorem

The posterior density of the weights $p(\boldsymbol{\alpha} \mid \mathbf{n})$ is proportional to the product of the prior density $p(\alpha)$ and the likelihood (1) rewritten as a function of $\boldsymbol{\alpha}, L_{n}(\boldsymbol{\theta}(\boldsymbol{\alpha}))$. We give details for the case of $\alpha$ prior-distributed Dirichlet.

Theorem 1. The likelihood (1) for iid sampling from a finite distribution with unknown probability vector $\theta$, together with the filtered-variate Dirichlet prior distribution $\theta \sim F_{G} D(\mathbf{a})$ on $\Delta^{(k)}$, yield the posterior filtered-variate distribution $\boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{n}\right)$, in which again $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}$, but $\alpha$ has the posterior generalized Dirichlet distribution $\boldsymbol{\alpha} \mid \mathbf{n} \sim D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{n}\right)$, defined by the density on $\Delta^{(m)}$

$$
\begin{align*}
p(\boldsymbol{\alpha} \mid \mathbf{n})=\left(B(\mathbf{a})^{-1}\right. & \left.\prod_{j=1}^{m} \alpha_{j}^{a_{j}-1}\right) \\
& \times \prod_{i=1}^{k}\left(\sum_{j=1}^{m} \alpha_{j} g_{i j}\right)^{n_{i}} / \Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right) \tag{5}
\end{align*}
$$

The normalizing constant in the density (5) is a special case of Carlson's (1971) symmetrized multiple hypergeometric function, $\Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)=\Re_{n_{+}}\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)$. (Note the difference in sign between the final parameters in our notation for the distribution, $D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{n}\right)$, and Carlson's function.) This function is the complete integral of the nu-
merator of (5), a Dirichlet expectation of the likelihood, that is, the Bayesian prior-predictive probability.

Corollary 1. If $\boldsymbol{\theta} \sim F_{G} D(\mathbf{a})$, then the prior predictive probability of a sample sequence $x$ with frequency counts $\mathbf{n}$, for fixed $N \equiv n_{+}$, is $p(\mathbf{x})=E L_{n}(\boldsymbol{\theta})=\Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)$.

The posterior distribution of the category probabilities $\theta$ is induced by the posterior distribution of the weights vector $\boldsymbol{\alpha} \mid \mathbf{n} \sim D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{n}\right)$ with density (5). Such generalized Dirichlet distributions $D(\mathbf{a}, \mathbf{B}, \mathbf{c})$ were defined by Dickey (1983) and applied to missing-data problems by Dickey, Jiang, and Kadane (1987). (The Dirichlet $D(\mathbf{a})$ itself is the special case, $\mathbf{B}=\mathbf{0}$ or $\mathbf{c}=\mathbf{0}$.) The posterior distribution of the linearly transformed $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}, \boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{n}\right)$, is then a "filtered-variate generalized Dirichlet" distribution. A family of such distributions is obviously closed under further sampling from the same sampling distribution: a prior distribution $\boldsymbol{\theta} \sim F_{G} D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{c}\right)$ and sample data $\mathbf{n}$ would yield the posterior distribution $\boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left(\mathbf{a}, \mathbf{G}^{T}, \mathbf{c}+\mathbf{n}\right)$.

But an even greater generality is available without sacrificing tractability. Define the filtered-variate generalized Dirichlet distribution, $F_{G} D(\mathbf{a}, \mathbf{B}, \mathbf{c})$, as the distribution of $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}$, where $\boldsymbol{\alpha} \sim D(\mathbf{a}, \mathbf{B}, \mathbf{c})$. Then such a prior family is closed under sampling. Writing $\mathbf{B}=\left(\mathbf{A}, \mathbf{G}^{T}\right)$ (without loss of generality; e.g., by writing a concatenated list $\mathbf{c}=(\mathrm{d}, \mathbf{0})$ ), obtain the posterior distribution from the data $\mathbf{n}$ with likelihood (1), as $\boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left(\mathbf{a}, \mathbf{B}, \mathbf{c}+\mathbf{n}^{*}\right)$, where the concatenated list $\mathbf{n} *=(0, n)$.

We give further details regarding the posterior distribution of the weights $\alpha$ in the case of a Dirichlet prior for $\alpha$. The generalized Dirichlet posterior distribution, (3.1), is tractable in several senses. (For additional properties, see Dickey, Garthwaite, and Bian 1995.)

Corollary 2. From (5), the posterior cth mixed moment of $\boldsymbol{\alpha}$, for $\mathbf{c}=\left(c_{1}, \ldots, c_{m}\right)$, is proportional to a ratio of Carlson functions,

$$
\begin{align*}
& E\left(\prod_{1}^{m} \alpha_{j}^{c_{j}} \mid \mathbf{n}\right) \\
&  \tag{6}\\
& =h(\mathbf{c} ; \mathbf{a}) \Re\left(\mathbf{a}+\mathbf{c}, \mathbf{G}^{T},-\mathbf{n}\right) / \Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)
\end{align*}
$$

The proportionality factor $h(\mathbf{c} ; \mathbf{a})$ is the corresponding prior Dirichlet cth moment (2).

Carlson's functions can be calculated easily with a microcomputer by multinomial expansion for small to medium $N$, Laplace's asymptotic method for medium to large $N$, or Monte Carlo in $\alpha \sim D(\mathbf{a})$ on $\Delta^{(m)}$ (for details, see Jiang, Kadane, and Dickey 1992). Typically, in histogram smoothing problems, one would use either Laplace or Monte Carlo methods. We use Monte Carlo for the examples in Section 6.

### 3.2 Estimates

The posterior mean is an attractive and natural estimate for $\theta$. It minimizes expected squared error and will be smoother than the raw relative frequencies when the prior distribution favors smooth probability vectors. But although the mean tends to be close to true $\theta$, it tends to be smoother
than $\theta$. Define the nonsmoothness, or $r$-roughness, of a vector by the average of its squared $r$-distant differences,

$$
\begin{equation*}
Q_{r}(\boldsymbol{\theta})=\sum_{i=1}^{k-r}\left(\theta_{i}-\theta_{i+r}\right)^{2} /(k-r) \tag{7}
\end{equation*}
$$

with special interest in adjacent differences, $r=1$. Then the posterior expected roughness exceeds the roughness of the posterior mean, because $E\left[Q_{r}(\boldsymbol{\theta}) \mid \mathbf{n}\right]-Q_{r}[E(\boldsymbol{\theta} \mid \mathbf{n})]=$ $\sum_{i=1}^{k-r} \operatorname{var}\left(\theta_{i}-\theta_{i+r} \mid \mathbf{n}\right) /(k-r) \geq 0$. In our view, achieving an accurate estimation is usually more important than portraying the true smoothness, and so we recommend the posterior mean (or the mode) when the posterior distribution must be summarized in the form of a vector estimate. But there may be occasions when it is reasonable to quote an estimate that exhibits a roughness equal to the posterior expected roughness, an interesting problem for treatment in future work. Of course, a Bayesian posterior distribution contains more information than a single estimate, and Bayesian inference is not restricted to the reporting of an estimate.

The mean of a filtered-variate random vector $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}$ is the same linear filter of the mean of the underlying vector $\boldsymbol{\alpha}, E(\boldsymbol{\theta} \mid \mathbf{n})=\mathbf{G} E(\boldsymbol{\alpha} \mid \mathbf{n})$. The posterior variance matrix is a linear function of the posterior variances and covariances of $\boldsymbol{\alpha}, \operatorname{var}(\boldsymbol{\theta} \mid \mathbf{n})=\mathbf{G} \operatorname{var}(\boldsymbol{\alpha} \mid \mathbf{n}) \mathbf{G}^{T}$. In the prior filtered-variate Dirichlet case we have seen, in (6), that the posterior moments of the underlying weights $\alpha$ are proportional to ratios of computationally feasible Carlson functions. The posterior moments of $\boldsymbol{\theta}$ themselves are similarly expressible.

Corollary 3. The posterior $\mathbf{d}$ th moment of $\boldsymbol{\theta}$, for $\mathbf{d}=$ $\left(d_{1}, \ldots, d_{k}\right)$, is

$$
\begin{equation*}
E\left(\prod_{1}^{k} \theta_{i}^{d_{i}} \mid \mathbf{n}\right)=\Re\left(\mathbf{a}, \mathbf{G}^{T},-(\mathbf{n}+\mathbf{d})\right) / \Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right) \tag{8}
\end{equation*}
$$

Hence the first two posterior moments are $E\left(\theta_{i} \mid \mathbf{n}\right)$, given by (8) with $\mathbf{d}=\delta_{(i)}$, and $E\left(\theta_{i} \theta_{i^{\prime}} \mid \mathbf{n}\right)$, given by (8) with $\mathbf{d}=\boldsymbol{\delta}_{(i)}+\boldsymbol{\delta}_{\left(i^{\prime}\right)}$, where $\boldsymbol{\delta}_{(i)}=\left(\delta_{i 1}, \ldots, \delta_{i k}\right)$, with $\delta_{i i}=1$ and $\delta_{i j}=0$ all $j \neq i$. Equation (8) also gives the posterior predictive probability $p(\mathbf{y} \mid \mathbf{n})$ of any specific further sample sequence $y$ with frequency counts $d$.

The linear relation between the posterior means of $\theta$ and $\alpha$ does not depend in any way on the rank of the filter matrix $\mathbf{G}$. When $\mathbf{G}$ is nonsingular, the posterior mode also can be conveniently calculated as the linear filter of the posterior mode of $\boldsymbol{\alpha}, \operatorname{mode}(\boldsymbol{\theta} \mid \mathbf{n})=\mathbf{G} \operatorname{mode}(\boldsymbol{\alpha} \mid \mathbf{n})$, because in this case the posterior densities of $\boldsymbol{\theta}$ and $\boldsymbol{\alpha}$ are directly proportional. To appreciate that nonsingularity of $G$ would be needed for such invariance of the posterior mode, note that, unlike the mean, a mode is not preserved under marginalization (a singular linear transformation). For example, in the case of a Dirichlet distribution, $\left(\alpha_{1}, \ldots, \alpha_{k}\right) \sim D(a, b, \ldots, b)$, where $a>1, b>1$, we have the vector $\operatorname{mode}\left(\alpha_{1}, \ldots, \alpha_{k-1}\right)=(a-1, b-1, \ldots, b-1) /$ $(a+(k-1) b-k)$, but because $\alpha_{1} \sim \operatorname{beta}(a,(k-1) b)$, the scaler $\operatorname{mode}\left(\alpha_{1}\right)=(a-1) /(a+(k-1) b-2)$, which is not equal to the first coordinate of the joint mode.

### 3.3 Comparison of Hypotheses

Posterior "scientific reporting" was defined by Dickey (1973) to require the communication (e.g., by table or graphical display) of the dependence of the inference on the prior distribution meaningfully interpreted in real problems. Bayesian comparative judgement of hypotheses is based on the posterior odds for one hypothesis versus another, $P\left(H_{1} \mid \mathbf{x}\right) / P\left(H_{2} \mid \mathbf{x}\right)$, given observed data $\mathbf{x}$. The evidence in the statistical data $\mathbf{x}$ relevant to such a judgment is summarized through the Bayes factor, the ratio of the posterior odds to the prior odds, reportable even without a choice of prior odds. The Bayes factor can be calculated from the data and the conditional prior distributions given each of the two hypotheses, as the ratio of the two conditional predictive probabilities (or densities) of the data, $\left[P\left(H_{1} \mid \mathbf{x}\right) / P\left(H_{2} \mid \mathbf{x}\right)\right] /\left[P\left(H_{1}\right) / P\left(H_{2}\right)\right]=p\left(\mathbf{x} \mid H_{1}\right) / p\left(\mathbf{x} \mid H_{2}\right)$. Such a predictive probability conditional on a hypothesis $H_{i}$ is the integral function of the conditional prior distribution, $p\left(\mathbf{x} \mid H_{i}\right)=\int p(\mathbf{x} \mid \boldsymbol{\theta}) d P\left(\boldsymbol{\theta} \mid H_{i}\right)$. In Corollary 1 we obtained the predictive probability of a sample sequence, $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$, under a filtered-variate Dirichlet prior distribution. An ordinary Dirichlet prior distribution would have the predictive probability $h(\mathbf{n} ; \mathbf{b})$ (2). Thus the Bayes factor for comparing our models for histograms is just a simple ratio involving Carlson functions. For example, we obtain the following from Corollary 1.

Corollary 4. The Bayes factor in favor of the point null $H_{0}: \boldsymbol{\theta}=\boldsymbol{\theta}_{0}$ versus the composite alternative $H_{A}: \boldsymbol{\theta} \neq \boldsymbol{\theta}_{0}$ under the filtered-variate conditional prior $\boldsymbol{\theta} \mid H_{A} \sim F_{G} D(\mathbf{a})$ is $\left(\prod_{i=1}^{k} \theta_{0 i}^{n_{i}}\right) / \Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)$.

## 4. MOMENTS OF FINITE AND CONTINUOUS-TYPE DISTRIBUTIONS

In many situations, smooth category probabilities are considered likely, and the specification of a prior distribution favoring smooth values is desired. But how can one choose a particular filtered-variate distribution to express particular prior opinion about smoothness? Here we propose methods involving the specification of typical category-probability vectors and the prior matching of their empirical moments. Toward this end, we first develop a general theory of distributions on the probability simplex having a structured variance matrix depending quadratically on the mean vector. This is followed by a second-order representation theory for filtered variates of such distributions, which can be used to achieve a continuous-type prior distribution with moments matching the empirical moments of the list of typical vectors.

### 4.1 Distributions with Mean-Structured Variance

Lemma 2. Suppose that a random vector $\mathbf{y}=$ ( $y_{1}, \ldots, y_{m}$ ) has the first two moments,

$$
\begin{equation*}
E \mathbf{y}=\boldsymbol{\mu}, \quad \operatorname{var}(\mathbf{y})=c\left[\operatorname{diag}(\boldsymbol{\mu})-\boldsymbol{\mu} \boldsymbol{\mu}^{T}\right] \tag{9}
\end{equation*}
$$

for some fixed vector (vertical array) $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{m}\right)$ and scalar $c \geq 0$. Then for $\delta=0,1$, separately, $y_{+}=\delta$ with probability 1 iff $\mu_{+}=\delta$.

Our interest is in random probability vectors. So, if $y$ has nonnegative coordinates $y_{j} \geq 0$, and has moments (9) with $\mu_{+}=1$, we shall say that $\mathbf{y}$ has a distribution with MSV and write

$$
\begin{equation*}
\mathbf{y} \sim \operatorname{MSV}(\boldsymbol{\mu}, c) \tag{10}
\end{equation*}
$$

Such $\mathbf{y}$ thus is restricted to $\Delta^{(m)}$. Among others, the normalized multinomial and the Dirichlet are MSV distributions: (a) If $\mathbf{z}=\left(z_{1}, \ldots, z_{m}\right) \sim \operatorname{multinomial}(N, \phi)$ and $\mathbf{y}=\mathbf{z} / N$, then $\mathbf{y} \sim \operatorname{MSV}\left(\phi, N^{-1}\right)$; (b) If $\mathbf{y} \sim D(\mathbf{a})$ on $\Delta^{(m)}$, with $\mathbf{a}=a_{+} \mathbf{u}$, then $\mathbf{y} \sim \operatorname{MSV}\left[\mathbf{u},\left(a_{+}+1\right)^{-1}\right]$. The corresponding Dirichlet-multinomial distribution (by taking $\phi \sim D(\mathbf{a})$ ) is also in this class, $\mathbf{y} \sim \operatorname{MSV}(\mathbf{u}, c)$, with $c=N^{-1}+\left(a_{+}+1\right)^{-1}-\left[N\left(a_{+}+1\right)\right]^{-1}$. (This is true for any MSV mixture over the mean of a conditionally MSV distribution.) MSV distributions are of interest in their own right, and an account of their properties will be published elsewhere. (Related properties in one dimension were studied by Bar-Lev and Enis 1986.) These distributions have a simple limiting case that will be useful in our methods of assessment of uncertainty as a filtered-variate MSV distribution.

Theorem 2. If $\mathbf{z} \sim \operatorname{MSV}(\mathbf{u}, c)$ on $\Delta^{(m)}$, then $0 \leq c \leq 1$. As $c \uparrow 1, \mathbf{z}$ takes the limiting distribution $\operatorname{MSV}(\mathbf{u}, 1)$, the (unique to $\mathbf{u}$ ) finite distribution $\tilde{P}$ supported on the set of vertices of the probability simplex $\Delta^{(m)}$,

$$
\begin{equation*}
\tilde{P}\left[\mathbf{z}=\delta_{(j)}\right]=u_{j} \tag{11}
\end{equation*}
$$

$j=1, \ldots, m$. More generally for $0 \leq c \leq 1, \mathbf{z}$ has the first two moments $E(\mathbf{z})=E(\tilde{\mathbf{z}})$, and $\operatorname{var}(\mathbf{z})=c \operatorname{var}(\tilde{\mathbf{z}})$, where $\tilde{\mathbf{z}}$ has the distribution $\tilde{\mathbf{P}}$.

Corollary 5. If $\mathbf{z} \sim D(\mathbf{a})$ with $\mathbf{a}=a_{+} \mathbf{u}$, then the limiting distribution of $\mathbf{z}$, as $a_{+} \downarrow 0$ (as $\left.c=\left(a_{+}+1\right)^{-1} \uparrow 1\right)$, is the finite distribution $\tilde{P}(11)$.

### 4.2 Filtered-Variate Mean-Structured-Variance Distributions

We turn again to the idea of filtering a random probability vector, keeping in mind that for a filtered-variate Dirichlet, the underlying Dirichlet distribution is MSV. Consider the random vector $\boldsymbol{\theta}=\mathbf{G} \boldsymbol{\alpha}$ and assume that $\boldsymbol{\alpha} \sim \operatorname{MSV}(\mathbf{u}, \boldsymbol{c})$ (requiring $0 \leq c \leq 1$ ). Then we say that the induced distribution of $\boldsymbol{\theta}$ is filtered-variate mean-structured variance (FMSV) and write $\boldsymbol{\theta} \sim F_{G} \operatorname{MSV}(\mathbf{u}, c)$. Again, $\boldsymbol{\theta}$ has a distribution supported on a subset of $\operatorname{CHull}(\mathbf{G})$, the convex hull of the set of column vectors of G. Our limiting case of an MSV distribution, $\tilde{P}$ (11), implies a finitely supported limiting case $\tilde{P}_{G}$, for the corresponding FMSV distribution. For $\boldsymbol{\theta} \sim F_{G} \operatorname{MSV}(\mathbf{u}, c)$, as $c \uparrow 1, \boldsymbol{\theta}$ has the limiting distribution $\tilde{P}_{G}$ finitely supported on the set of column vectors of $\mathbf{G}=\left(\mathbf{g}_{1}, \ldots, \mathbf{g}_{m}\right)$,

$$
\begin{equation*}
\tilde{P}_{G}\left[\boldsymbol{\theta}=\mathbf{g}_{j}\right]=u_{j}, \quad j=1, \ldots, m \tag{12}
\end{equation*}
$$

The finite support of $\tilde{P}_{G}$ includes the extreme or vertex points of CHull(G). Using Theorem 2 and the relations $E(\boldsymbol{\theta})=\mathbf{G} E(\boldsymbol{\alpha}), \operatorname{var}(\boldsymbol{\theta})=\mathbf{G} \operatorname{var}(\boldsymbol{\alpha}) \mathbf{G}^{T}$, we express the
low-order moments of an FMSV distribution in terms of its limiting moments.

Corollary 6 (Proportional Moments). If $\theta \sim F_{G} \mathrm{MSV}$ ( $\mathbf{u}, c)$ and $\tilde{\boldsymbol{\theta}}_{G}$ has the finite distribution $\tilde{P}_{G}(12)$ supported on the set of column vectors of $\mathbf{G}$, then $E(\boldsymbol{\theta})=E\left(\tilde{\theta}_{G}\right)=$ $\overline{\mathbf{g}}$ and $\operatorname{var}(\boldsymbol{\theta})=c \operatorname{var}\left(\overline{\boldsymbol{\theta}}_{G}\right)=c \mathbf{S}_{g}$, where the $u$-weighted discrete averages, $\overline{\mathbf{g}}=\mathbf{G u}=\sum u_{j} \mathbf{g}_{j}$ and $\mathbf{S}_{g}=(\mathbf{G}-$ $\left.\overline{\mathbf{g}} \mathbf{1}_{m}^{T}\right)^{T} \operatorname{diag}(\mathbf{u})\left(\mathbf{G}-\overline{\mathbf{g}} \mathbf{1}_{m}^{T}\right)=\sum u_{j}\left(\mathbf{g}_{j}-\overline{\mathbf{g}}\right)\left(\mathbf{g}_{j}-\overline{\mathbf{g}}\right)^{T}$.

## 5. PRIOR ASSESSMENT

If we define prior smoothness by small prior expectation of a quadratic quantification of roughness, say $Q_{r}(\boldsymbol{\theta})$, then

$$
\begin{align*}
E\left[Q_{r}(\theta)\right]=Q_{r}[E(\theta)]+\sum_{i=1}^{k-r} & {\left[\operatorname{var}\left(\theta_{i}\right)+\operatorname{var}\left(\theta_{i+r}\right)\right.} \\
& \left.-2 \operatorname{cov}\left(\theta_{i}, \theta_{i+r}\right)\right] /(k-r) \tag{13}
\end{align*}
$$

interest focuses on the low-order moments of $\theta$, which can be controlled by use of the following theorem. Because a continuous-type distribution $\boldsymbol{\theta} \sim F_{G} \operatorname{MSV}(\mathbf{u}, c)$ in Corollary 6 would necessitate the strict inequality $0<c<1$, such a distribution for $\theta$ cannot have the same moments as the corresponding finite limiting distribution $\tilde{P}_{G}$, for which $c \uparrow 1$. But the moments of $\theta$ can be made to match the moments of a finite distribution $\tilde{P}_{H}$, of which $\tilde{P}_{G}$ is a dilation.

Theorem 3 (Second-Order Equivalence to a Finite Distribution). If the (filtering) matrix $\mathbf{G}$ is obtained as a $d$ dilation of the (elicited) matrix $\mathbf{H}$,

$$
\begin{equation*}
\mathbf{G}=d\left(\mathbf{H}-\overline{\mathbf{h}} \mathbf{1}_{m}^{T}\right)+\overline{\mathbf{h}} \mathbf{1}_{m}^{T} \tag{14}
\end{equation*}
$$

where $\bar{h}=\sum u_{j} \mathbf{h}_{j}$, the u-weighted average of the columns of $\mathbf{H}$, and if such $\mathbf{G}$ is then used to define the filteredvariate distribution $\boldsymbol{\theta} \sim F_{G} \operatorname{MSV}(u, c)$, then we have the proportional moments,

$$
E(\boldsymbol{\theta})=E\left(\tilde{\boldsymbol{\theta}}_{H}\right)=\overline{\mathbf{h}}
$$

and

$$
\begin{equation*}
\operatorname{var}(\boldsymbol{\theta})=c d^{2} \operatorname{var}\left(\tilde{\boldsymbol{\theta}}_{H}\right)=c d^{2} \mathbf{S}_{h} \tag{15}
\end{equation*}
$$

where $\tilde{\boldsymbol{\theta}}_{H}$ has the finite distribution $\tilde{P}_{H}$ with the probability masses $u$ at the column vectors of $H$, with mean $\bar{h}$ and variance $\mathbf{S}_{h}=\sum u_{j}\left(\mathbf{h}_{j}-\overline{\mathbf{h}}\right)\left(\mathbf{h}_{j}-\overline{\mathbf{h}}\right)^{T}$. If the columns of $\mathbf{H}$ are all probability vectors and if $d \leq\left[1-\min _{j}\left(h_{i, j} / \bar{h}_{i}\right)\right]^{-1}$ for each $\bar{h}_{i}>0$, then the columns of $\mathbf{G}$ (14) are also probability vectors, and further assuming $d \geq 1$, the convex hull $\mathbf{C H u l l}(\mathbf{G})$ contains the column vectors of $\mathbf{H}$. For choices $c d^{2}=1$ in (15), the first two moments of the (constructed) distribution of $\theta$ are equal to the moments of the (elicited) finite distribution $\tilde{P}_{H}, E(\boldsymbol{\theta})=\overline{\mathrm{h}}$ and $\operatorname{var}(\boldsymbol{\theta})=\mathbf{S}_{\boldsymbol{h}}$. In this case, the mean roughnesses (13) also match, $E\left[Q_{\tau}(\theta)\right]=$ $E\left[Q_{r}\left(\tilde{\boldsymbol{\theta}}_{H}\right)\right]=\sum_{i=1}^{k-r} \sum_{j} u_{j}\left(h_{i, j}-h_{i+r, j}\right)^{2} /(k-r)$.

Corollary 7. Both the limiting distribution (12) and the moment representation (15) hold for the continuous-type filtered-variate Dirichlet, $\boldsymbol{\theta} \sim F_{G} D(\mathbf{a}), \mathbf{a}=a_{+} \mathbf{u}$, with $c=$ $\left(a_{+}+1\right)^{-1}$.

### 5.1 Constructing the Prior Distribution

There are many variations on the use of Theorem 3 or its Corollary 7 to construct a meaningful distribution for $\boldsymbol{\theta}$ in various situations. We set out the principles and offer specific detailed suggestions, but the approach is too new and the possibilities too rich to advocate, now, a unique "best" assessment procedure.
To construct a filtered-variate form of prior $\boldsymbol{\theta} \sim$ $F_{G} \operatorname{MSV}(\mathbf{u}, c)$, one first develops a discrete (finite) distribution $\tilde{P}_{H}$ having the desired mean $\overline{\mathrm{h}}$ and the desired variance $\mathbf{S}_{h}$, and then fine tunes the remaining proportionality constant $d$ with $c=d^{-2}$, for example, by examining Monte Carlo samples of $\boldsymbol{\theta}$ for overall suitability to depict the expert's prior opinion. We are not advocating use of the tuning parameter $d$ to control the extent to which the prior distribution favors smoothness. This aspect is controlled largely by the smoothness of the column vectors of $\mathbf{H}$, as captured by their low-order empirical moments, matched, for each value of $d$, by the corresponding moments of the prior distribution.

For simplicity, it is tempting to begin by considering cases where the random vector $\boldsymbol{\theta}_{H}$ is discrete uniform over its finite support set,

$$
\begin{equation*}
P\left[\tilde{\boldsymbol{\theta}}_{H}=\mathbf{h}_{j}\right]=u_{j} \equiv 1 / m, \quad j=1, \ldots, m \tag{16}
\end{equation*}
$$

We restrict our discussion to this choice, for which $\mathbf{u}=$ $1_{m} / m$. Following the specification of "typical-vector" columns $\mathbf{h}_{j}$ for $\mathbf{H}$, a filtered-variate Dirichlet prior distribution would be constructed as

$$
\begin{equation*}
\boldsymbol{\theta} \sim F_{G} D\left(a \mathbf{1}_{m}\right) \tag{17}
\end{equation*}
$$

where $a=\left(d^{2}-1\right) / m$, with $\mathbf{G}$ being the $d$-dilation (14) of the specified matrix $\mathbf{H}$.

### 5.2 Using a Small Number of Elicited Typical Vectors With Additional Prior Invariance Assumptions

A practical problem arises immediately. The expert may find it more difficult to devise a whole list of vectors having prior means and variances as the empirical moments of the list than just to state a few vectors that are typically smooth. Enough vectors will be needed to produce a sufficiently rich convex hull. One obvious solution is to use smoothnesspreserving transformations to generate a balanced set of vectors from just a few elicited typical vectors. For example, for a one-dimensional histogram with sequentially numbered categories, $i=1, \ldots, k$, consider a square matrix $\mathbf{H}, k \times k(m=k)$, where each point $\mathbf{h}_{j}=\left(h_{1, j}, \ldots, h_{k, j}\right)$ is a cyclically $j$-shifted version of a single typical probability vector $\mathbf{t}=\left(t_{1}, \ldots, t_{k}\right)$. That is, for each $i, j=1, \ldots, k$,

$$
\begin{equation*}
h_{i, j}=t_{s} \tag{18}
\end{equation*}
$$

where $s=i-j+1(\bmod k)$. This implies an ergodic property for $\tilde{P}_{H}$, whereby the joint distribution of any subset of coordinates of $\tilde{\boldsymbol{\theta}}_{H}$ is identical to their serial distribution over the cyclic coordinate shifts of any particular possible outcome vector $\mathbf{h}_{j}$. Then $E \theta_{i}=E \tilde{\theta}_{H i}=\bar{t}=1 / k$, for all $i$, and similarly, the variance is a cyclic Toeplitz-form matrix,
$\tilde{\sigma}_{i, i+r} \equiv \sum_{s} t_{s} t_{s+r} / k-(\bar{t})^{2}=f(r)$, for all $i$, where $t_{k+s}$ is taken to equal $t_{s}$. Such cyclical translation invariance in one or more dimensions provides a powerful simplicity, although it may need to be corrected in use for unrealistic edge effects.

Somewhat less simply, one can increase the number of column vectors $m$ to a multiple of $k$ and include different shapes or "frequencies" along with the shifts or "phases"; for example,

$$
\begin{equation*}
t_{s, s^{\prime}} \propto 1+\sin \left[\left(s B_{s^{\prime}}-C_{s^{\prime}}\right) 2 \pi / k\right] . \tag{19}
\end{equation*}
$$

Such a frequency-and-phase approach is related to that of Lo (1984) in the continuous realm.

We suggest that the expert state a characteristic variety of typical vectors. If he or she avows a symmetry like the shift-invariance (18), or for some other reason would like to express a prior distribution of the form $E \theta_{i} \equiv 1 / k$ and $\operatorname{cov}\left(\theta_{i}, \theta_{i+r}\right) \equiv f(r)$, then moments of this form can be achieved by extending the expert's elicited list of typical vectors to include all their coordinate shifts. Or if a nonconstant mean $E \theta_{i}$ is desired, the shifts can be performed on the difference vectors, typical vectors minus desired mean vector, as follows. (As mentioned in Sec. 3.2 in connection with equation (7), a mean itself should not be considered a typical vector.) For simplicity, we state results in terms of a single typical vector $h_{0}$ and the desired mean vector $p$.

Theorem 4. Given two probability vectors, $h_{0}$ and $p$, define the difference vector $\mathrm{t}^{*}$ by

$$
\begin{equation*}
\mathbf{h}_{0}=\mathbf{p}+\mathbf{t}^{*} \tag{20}
\end{equation*}
$$

and denote the shifted difference vectors, constructed by shifting $\mathrm{t}^{*}$ according to (18), by $\mathbf{h}_{j}^{*}=\left(h_{1 j}^{*}, \ldots, h_{k j}^{*}\right), j=$ $1, \ldots, k$. (Here $\sum t_{i}^{*}=0$, and similarly for each vector $\mathbf{h}_{j}^{*}$.) Then if $\min \left(t_{i}^{*}\right)+\min \left(p_{i}\right) \geq 0$, the new vectors, defined by

$$
\begin{equation*}
\mathbf{h}_{j}=\mathbf{p}+\mathbf{h}_{j}^{*} \tag{21}
\end{equation*}
$$

$j=1, \ldots, k$, are probability vectors. The new list has the empirical mean, $\overline{\mathrm{h}}=\sum \mathrm{h}_{j} / k=\mathrm{p}$, and the empirical variance matrix, in Toeplitz form matching the serial covariances from $\mathrm{t}^{*}, \tilde{\sigma}_{i, i+r} \equiv \sum_{s} t_{s}^{*} t_{s+r}^{*} / k=f^{*}(r)$.

In the constant-mean case, the shifts can be applied directly to the typical vectors themselves, because the shifts have no effect on the mean vector. Finally, in this case, if

Table 1. Chondrite Data: Probability Estimates

| Silica <br> percentage | Counts | $A$ | $B$ | $C$ | $D$ | $E$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $A$ | Estimation method |  |  |  |  |
|  | 1 | .0455 | .0588 | .0645 | .0664 | .0795 |  |
| $21.61-23.20$ | 3 | .1364 | .1275 | .1237 | .0796 | .0873 |  |
| $23.21-24.80$ | 0 | .0000 | .0245 | .0349 | .0561 | .0764 |  |
| $24.81-26.40$ | 0 | .0000 | .0245 | .0349 | .0665 | .0880 |  |
| $26.41-28.00$ | 6 | .2727 | .2305 | .2124 | .1508 | .1034 |  |
| $28.01-29.60$ | 2 | .0909 | .0931 | .0941 | .1041 | .1076 |  |
| $29.61-31.20$ | 1 | .0455 | .0588 | .0645 | .0848 | .1117 |  |
| $31.21-32.80$ | 1 | .0455 | .0588 | .0645 | .0969 | .1234 |  |
| $32.81-34.40$ | 7 | .3182 | .2648 | .2420 | .1894 | .1374 |  |
| $34.41-36.00$ | 1 | .0455 | .0588 | .0645 | .1055 | .0855 |  |

$\boldsymbol{\theta} \sim F_{G} \operatorname{MSV}\left(\mathbf{1}_{k} / k, c\right)$, with $c=d^{-2}$, where $m=k$ and $\mathbf{G}$ is derived by the dilation (14) from the shifts $\mathbf{H}$ on the single typical vector, $\mathbf{h}_{0}=\mathbf{1}_{k} / k+\mathbf{t}^{*}$, then the prior expectation of the $r$-roughness $Q_{r}(\theta)(7)$ will be the same as the empirical serial roughness of the expert's typical vector, $E\left[Q_{r}(\boldsymbol{\theta})\right]=\sum_{i}\left(h_{i, 0}-h_{i+r, 0}\right)^{2} /(k-r)$, in which $h_{k+s, 0}$ is taken to equal $h_{s, 0}$. (Each of the $k-r$ terms of $Q_{r}(\theta)$ has the same expected value.)

## 6. EXAMPLES

We illustrate the theory with three examples. In the first example, symmetric-prior methods will be used, and the posterior means of category probabilities will be compared to other estimates in a data problem studied in the literature. In the second example, elicited typical vectors are used to construct the prior distribution, and the posterior means are compared for different values of the tuning parameter $d$. In our third example, we construct the typical vectors from historical data. In each case we report posterior moments, computed according to (8), which can be viewed as the ratio of prior moments, each in the form of Corollary 1 ,

$$
\begin{equation*}
E[g(\boldsymbol{\theta}) \mid \mathbf{n}]=E\left[L_{n}(\boldsymbol{\theta}) g(\boldsymbol{\theta})\right] / E\left[L_{n}(\boldsymbol{\theta})\right] \tag{22}
\end{equation*}
$$

where $\theta$ has the filtered-variate Dirichlet (prior) distribution $\boldsymbol{\theta} \sim F_{G} D(\mathbf{a})$, say with $\mathbf{a}=a \mathbf{1}_{m}$. (Note that the expectations on the right side of (22) are taken with the data $n$ fixed, but not conditioned on.) We use Monte Carlo to compute the numerator and denominator of (22), because $a$ is small and $m$ is not small, in the examples. Because $\boldsymbol{\theta}=\mathbf{G} \cdot \boldsymbol{\alpha}$, where $\boldsymbol{\alpha} \sim D\left(a 1_{m}\right)$, this means pseudorandom sampling of a Dirichlet vector, with coordinates expressible as ratios constructed from independent chi-squared variates, $\alpha_{j}=$ $X_{j} / \sum_{1}^{m} X_{i}$, where $X_{j} \sim \chi_{2 a}^{2}$. The relative errors in the computations can be estimated explicitly and they are small in all of the following examples, with most less than $1 \%$. (Jiang, Kadane, and Dickey 1992 treated the computation of $\Re$ for statistical uses.)

Example 1 (Chondrite Data). The chondrite data of Ahrens (1965) appeared in continuous form, but it has been converted here to counts $n$ with $k=10$ categories and total count $n_{+}=22$ (Table 1, column 2). To construct a prior distribution symmetrically, as in (18), we start with a single simple vector, $\mathbf{t}=(1,2, \ldots, 10) / 55$. We omit the dilation step for further simplicity. Then $\tilde{\theta}$ is set up first to have the discrete uniform distribution over the $m=10$ column vectors $g_{j}$ of $G$, obtained by cyclic shifts of $t$. The mean (average) of such $\tilde{\theta}$ is $\bar{g}=1_{10} / 10$, and its variance is the cyclic Toeplitz-form matrix with first row as given (Table 2). If the expert assesses his or her prior variance of $\theta$ to be $c=.5$ times this variance of $\boldsymbol{\theta}$ with the same correlations (so a dilation step would not be needed), then he or she will have the assessed prior distribution, $\theta \sim F_{G} D\left(a 1_{10}\right)$, with $a=\left(c^{-1}-1\right) / 10=1 / 10$. The corresponding posterior distribution is then provided by Theorem 1 as $\boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left[\mathbf{1}_{10} / 10, \mathbf{G}^{T}, \mathbf{n}\right]$.

To compare our posterior means to other probability estimates discussed in this example (Titterington 1985, p. 149), we include the following estimates (Table 1, columns 3-7):

Table 2. Chondrite Data: First Row of Cyclic Variance Matrix for $\tilde{\theta}$

| 13.63 | 6.20 | .41 | -3.72 | -6.20 | -7.02 | -6.02 | -3.72 | .41 | 6.20 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

NOTE: All entries are to be multiplied by $10^{-4}$.
A , unsmoothed relative frequencies, B , minimum quadratic risk using convex smoothing prescription (Fienberg and Holland 1973), C, cross-validation with convex smoothing prescription and quadratic loss (Stone 1974), D, minimum quadratic risk using our minimum penalized distance prescription (Simonoff 1983), and E, the posterior means using the constructed smooth prior. The plot of these estimates (Fig. 1) shows that all the methods B-E smooth away the zero counts, and method $E$, leads to more local smoothness than methods A-D. If the vector $t$ were chosen increasingly smooth, then the prior and posterior distributions would both concentrate more closely toward the central vector $\mathbf{1}_{10} / 10$.

Example 2 (Women Categorized by Number of Children. In 1960, the U.S. Public Health Service interviewed American women aged 18-79 years and determined a distribution of women by number of children born, $0, \ldots, 9_{+}$( 9 or more) (Table 3, column 2; from Freedman, Pisani, and Purves 1978, p. 38). The example treats this parent distribution as unknown, to be estimated from a sample $n$. We used the distribution as the $k=10$ multinomial probabilities to generate $N=32$ women with the observed sample category counts $n$ as shown (column 3). Included for comparison is the maximum likelihood estimate, the sample relative frequencies n/32 (column 4).

To construct a prior distribution here, we use the method of elicited typical vectors. We assume that a subject-matter expert has assessed the set of $m=10$ column vectors of matrix $\mathbf{H}$, as shown (in Table 4), chosen to be typical for their local smoothness and to have an empirical mean vector and variance matrix matching the expert's personal means and variances of vector $\boldsymbol{\theta}$. (The prior mean $\overline{\mathrm{h}}$ is given in


Figure 1. Chondrite Data: Probability Estimates. A, Observed frequencies; B, minimum risk (Fienberg and Holland 1973); C, cross validation; D, minimum risk (Simonoff 1983); E, posterior means.

Table 3. Distribution of Women by Number of Children Born

| Number of <br> children | Distribution <br> of women | Sample <br> counts | Sample <br> relative <br> frequency | Prior <br> mean | Posterior <br> mean |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | .22 | 5 | .15625 | .083 | .1301 |
| 1 | .17 | 3 | .09375 | .096 | .1882 |
| 2 | .21 | 14 | .43750 | .104 | .2394 |
| 3 | .16 | 0 | .00000 | .108 | .1800 |
| 4 | .10 | 6 | .18750 | .109 | .1179 |
| 5 | .05 | 3 | .09375 | .109 | .0661 |
| 6 | .03 | 0 | .00000 | .108 | .0278 |
| 7 | .02 | 0 | .00000 | .104 | .0148 |
| 8 | .02 | 0 | .00000 | .096 | .0158 |
| $9+$ | .03 | 1 | .03125 | .083 | .0198 |

Table 3, column 5.) Denoting the $i$ th coordinate of $\overline{\mathbf{h}}$ by $\bar{h}_{i}$, the average of entries in the $i$ th row of matrix $\mathbf{H}$, we compute $\min _{i}\left\{\left[1-\min _{j}\left(h_{i, j} / \bar{h}_{i}\right)\right]^{-1}\right\}=1.477$. For any value $d$ between 1 and 1.477, the prior distribution would be $\boldsymbol{\theta} \sim F_{G} D\left(a \mathbf{1}_{10}\right)$, where $\mathbf{G}$ follows from $\mathbf{H}$ by equation (14) and $a=\left(d^{2}-1\right) / 10$ (17). Using such a prior distribution, we generated 30 random vector values $\theta$ for each of several tentative choices of $d$. Assuming that the expert in the example chooses $d=1.429$ from inspection of our sets of representative outcomes, the prior distribution then has $a=.1041$.
With this prior distribution and the sample data $n$, our posterior distribution is the filtered-variate generalized Dirichlet, $\boldsymbol{\theta} \mid \mathbf{n} \sim F_{G} D\left(a 1_{10}, \mathbf{G}^{T}, \mathbf{n}\right)$. The corresponding posterior mean of $\theta$ is as shown (column 6). As depicted by the plot of posterior-mean coordinates and standard deviations (Fig. 2), the posterior mean smooths out the zero counts and is locally smoother than the maximum likelihood estimate. This smoothed estimate is, perhaps surprisingly, close to the parent distribution in the plot. Examining the effect of different choices of $d$, we found that the posterior mean coordinates change by about .01 as $d$ varies from 1.33 to 1.47 , with each coordinate changing monotonically.

Example 3 (Household Size). Consider the distribution of U.S. households by number of persons in the household, $i=1, \ldots, 6_{+}$( 6 or more). This distribution is given in Table 5 for each of the seven years at 5 -year intervals from 1955 to 1985 . We discuss the problem of inferring the distribution for 1985 from a sample of $N=600$ U.S. households from 1985, with the category counts $\mathbf{n}=$ $(159,210,81,90,42,18)$. In the inference problem, this sample and the six previous distributions at 5-year intervals are assumed known, while the 1985 distribution is not known.

Table 4. Distribution of Women: Matrix H of Typical Vectors

| .056 | .043 | .035 | .031 | .030 | .040 | .071 | .115 | .173 | .236 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| .056 | .043 | .035 | .031 | .040 | .070 | .111 | .165 | .223 | .186 |
| .056 | .043 | .035 | .041 | .070 | .110 | .161 | .215 | .173 | .136 |
| .056 | .043 | .045 | .071 | .110 | .160 | .211 | .165 | .123 | .096 |
| .056 | .053 | .075 | .111 | .160 | .210 | .161 | .115 | .083 | .066 |
| .066 | .083 | .115 | .161 | .210 | .160 | .111 | .075 | .053 | .056 |
| .096 | .123 | .165 | .211 | .160 | .110 | .071 | .045 | .043 | .056 |
| .136 | .173 | .215 | .161 | .110 | .070 | .041 | .035 | .043 | .056 |
| .186 | .223 | .165 | .111 | .070 | .040 | .031 | .035 | .043 | .056 |
| .236 | .173 | .115 | .071 | .040 | .030 | .031 | .035 | .043 | 0.56 |



Figure 2. Distribution of Women: Probability Estimates. A, Parent distribution; $B$, sample relative frequency; $C$, prior mean; $D$, posterior mean (and mean $\pm S D$ ).

In such an inference problem, an expert's prior opinion might be expressible as a list of typical category-probability vectors, either having the needed low-order prior moments as their empirical moments or accompanied by shift invariance or other assumptions further needed to define the prior moments. Our illustration uses the household-size distribution vectors from the previous years to construct typical vectors and prior moments regarding the 1985 vector. The prior information available in this problem has structure beyond the ergodic situation of the category shifts (18), and even beyond the more general setting of the enrichment Theorem 4. So we use a further modified assessment method. Stochastic processes and other sophisticated models using more extensive prior data could provide relatively accurate predictions of the 1985 vector. Also, plots against time of the given prior data show obvious advantages for curvilinear trend analysis and growth-curve analysis for predicting the population frequencies for 1985. But for our illustration, we merely assume simple linear time trends and use the following result about least-squares fitting to construct a list of typical vectors.

Consider as observed data a list of probability vectors in $R^{k}$, the list indexed by time. If each category's probability is separately regressed against time, then the vector of predicted values at any common time sums to unity (although the predicted values may fail to fall within $[0,1]$ ). This is because the predicted value for each category is the same linear function of past years' observed sample data, the same linear calculation performed during the least-squares fitting to the respective category's data. Because the sum of each year's data over categories is the constant 1 , the sum of pre-

Table 5. Household-Size Historical Distributions; Percentages of U.S. Households by Number of Persons in Household, at 5-Year Intervals

| Number of <br> persons | $1955^{\mathrm{a}}$ | $1960^{\mathrm{b}}$ | $1965^{\mathrm{b}}$ | $1970^{\mathrm{c}}$ | $1975^{\mathrm{c}}$ | $1980^{\mathrm{c}}$ | $1985^{\mathrm{c}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10.9 | 13.1 | 15.0 | 17.1 | 19.6 | 22.7 | 23.7 |
| 2 | 28.5 | 27.8 | 28.1 | 28.9 | 30.6 | 31.4 | 31.6 |
| 3 | 20.4 | 18.9 | 17.9 | 17.3 | 17.4 | 17.5 | 17.8 |
| 4 | 18.9 | 17.6 | 16.1 | 15.8 | 15.6 | 15.7 | 15.7 |
| 5 | 11.1 | 11.5 | 11.0 | 10.3 | 9.0 | 7.5 | 7.0 |
| $6+$ | 10.2 | 11.1 | 11.9 | 10.6 | 7.8 | 5.2 | 4.2 |

[^2]dicted values is the predicted value 1 . Using this result, we obtain the vector $\mathbf{p}$ of linear-trend values predicted for 1985 based on 1955-1980 (Table 6, column 8). This serves as our prior mean and the empirical mean $\overline{\mathrm{h}}$ for our constructed list of typical vectors $h_{j}$. Let $h_{j}^{*}$ be the residual vector back at the $j$ th time under the linear-trends fit and define the typical vectors as the sums, $\mathbf{h}_{j}=\mathbf{p}+\mathbf{h}_{j}^{*}, j=1, \ldots, 6$. Because the residuals $\mathrm{h}_{j}^{*}$ sum to 0 over time $j$, the empirical mean of the $h_{j}$ 's is $\frac{j}{h}=p$, and we obtain a matrix $H$ of typical vectors, as displayed in Table 6, columns 2-7.
Proceeding as in Example 2, we have $k=m=6$ and $1 \leq d \leq 3.156$. But now, to help in choosing $d$, quantify roughness by $Q_{1}(\boldsymbol{\theta})=\sum\left(\theta_{i}-\theta_{i+1}\right)^{2} / 5$. Using Monte Carlo samples of size 400 , we obtain prior quantiles of $Q_{1}(\theta)^{1 / 2}$ for various values of $d$. Boxplots of medians, hinges, and so on (Mendenhall, Reinmuth, Beaver, and Duhan 1986) are given here for a few illustrative $d$ values (Fig. 3). Choosing, for example, $d=3.125$, we have $a=1.46$ and $\mathbf{G}$ from $\mathbf{H}$ according to (14). The posterior distribution is again the corresponding filteredvariate Dirichlet. The posterior means and standard deviations are plotted for comparison to the sample relative frequencies, the least-squares linear trend predictions (prior mean vector), and the eventual "true" distribution for 1985 (Fig. 4).

Bayes-Factor Test of Hypothesis. Finally, for illustration of Bayesian comparison of hypotheses, we test in the context of this example the silly model of equal category probabilities, $H_{0}: \boldsymbol{\theta}=(1 / 6, \ldots, 1 / 6)$, nested within the localsmoothness hypothesis $H_{1}$ of our assessed prior model. The Bayes factor in favor of $H_{0}$ versus $H_{1}$ is computed as in Section 3.3, as follows: $P\left(\mathbf{n} \mid H_{0}\right)=\Pi(1 / 6)^{n_{i}}=$ $(1 / 6)^{600}=1.2896 \times 10^{-467} ; P\left(\mathbf{n} \mid H_{1}\right)=\Re\left(\mathbf{a}, \mathbf{G}^{T},-\mathbf{n}\right)=$ $2.5935 \times 10^{-411}$, and so the odds for $H_{0}$ are diminished by the extreme factor, $\left[P\left(H_{0} \mid \mathbf{n}\right) / P\left(H_{1} \mid \mathbf{n}\right)\right] /\left[P\left(H_{0}\right) / P\left(H_{1}\right)\right]=$ $4.972 \times 10^{-57}$.
A deeper treatment and scientific report of a real version of any of these inference problems of course would include an analysis of the sensitivity of the inference to the prior assessment and structure and would report the inferences for a variety of contending expert's prior opinions and extreme bounding opinions, in the spirit of Dickey (1973).

## 7. CONCLUSION

In our class of inference problems, the filter $\boldsymbol{\theta}=\mathbf{G} \cdot \boldsymbol{\alpha}$

Table 6. Prior-Chosen Typical Household-Size Distributions for 1985; Matrix H of Typical Column Vectors

| Number of <br> persons | $\boldsymbol{h}_{1}$ | $\boldsymbol{h}_{\mathbf{2}}$ | $\boldsymbol{h}_{\mathbf{3}}$ | $\boldsymbol{h}_{\mathbf{4}}$ | $\boldsymbol{h}_{5}$ | $\boldsymbol{h}_{\mathbf{6}}$ | $\overline{\boldsymbol{h}}=\mathbf{p}$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 24.7 | 24.6 | 24.2 | 24.0 | 24.2 | 25.0 | 24.5 |
| 2 | 32.6 | 31.2 | 30.8 | 30.9 | 32.0 | 32.1 | 31.6 |
| 3 | 17.0 | 16.1 | 15.7 | 15.6 | 16.3 | 16.9 | 16.3 |
| 4 | 15.1 | 14.4 | 13.6 | 13.9 | 14.3 | 15.1 | 14.4 |
| 5 | 6.6 | 7.8 | 8.0 | 8.1 | 7.5 | 6.7 | 7.4 |
| $6+$ | 4.0 | 5.9 | 7.8 | 7.5 | 5.7 | 4.2 | 5.8 |

NOTE: The average vector $\overline{\boldsymbol{h}}$ is the prior mean p for the 1985 household size percentages.


Figure 3. Household Size: Boxplots of Prior Distributions of Smoothness Measure. *, Median location; l, hinge location; +, adjacent value; o, mild outlier; $X$, extreme outlier.
is just a device used in the construction of a tractable hierarchical prior distribution expressing opinion for a locally smooth $\theta$. In another, more general area of inference, $\mathbf{G} \cdot \boldsymbol{\alpha}=\sum \alpha_{j} \mathbf{g}_{j}$ might represent a "mixed-distribution" sampling model with component conditional sampling distributions $\mathbf{g}_{j}$ and unknown mixing proportions parameter $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. From this viewpoint, at each trial in the sample there would be an independent random selection, according to fixed weights $\alpha_{j}$, of a component distribution to further draw from. For the case of known $G$, interest would focus on estimation of the unknown sampling parameter, $\alpha$. Titterington, Smith, and Markov (1985, p. 107) have proposed Dirichlet prior distributions for such $\alpha$ in finite-mixture distribution problems.

The likelihood function $L_{n}(\boldsymbol{\theta}(\boldsymbol{\alpha}))$ entering into our posterior density (5) is a product of weighted averages. In the special case where the prior support of the unknown weights $\alpha$ is restricted to the set of vertices of the probability simplex $\left(c \uparrow 1, \tilde{P}[\boldsymbol{\alpha}=\boldsymbol{\delta}(j)]=u_{j}, j=1, \ldots, m\right)$, the prior belief is that a mixture-distribution sampling model would randomly select a model from a known set of alternate models $\mathbf{g}_{j}$, once only, and maintain the same such model $\mathbf{g}_{j}$ for every trial in the sample. The single randomly selected model would be hidden, so one would have in ef-
fect a "model-choice" or model-recognition inference problem. In this case the likelihood would degenerate into a product of factors from the coordinates of one vector $\mathbf{g}_{j}$, where which vector to use is not known. The reader should avoid an unfortunate tendency to confuse this extreme case with our adaptation of the fuller mixture distribution as a sample distribution.

The theory here can be generalized to a continuous sampling variable $x$ (or $i$ ) and/or a continuous filtering variable $j$. A continuous sampling variable alone requires no additional theory. One merely tends to have a different row of G arise for each observed datum value, with each frequency count $n_{i}$ equal to 1 , and so there would be $n_{+}$distinct factors in the likelihood and in the Carlson functions.

A continuous filtering variable, on the other hand, is more problematic. For example, the mixing distribution might be prior distributed according to a Dirichlet process. A realized outcome distribution of a prior Dirichlet random process is, with probability 1, a discrete distribution (Blackwell 1973; Ferguson 1973). The work here with filtered-variate Dirichlet distributions can be viewed as a finite-dimensional ana$\log$ of Lo's $(1984,1987)$ prior process for Bayesian nonparametric inference. Lo used a Dirichlet process to mix over an infinite class of densities that are smooth to various


Figure 4. Household Size Distribution. A, Eventual "true" distribution for $1985(---)$; B, sample relative frequency $(------)$; $C$, least squares linear trend prediction (prior mean) (-----); D, posterior mean (and mean $\pm S D$ ) (—).
extents (see also Antoniak 1974, the reply to the discussants in Diaconis and Freedman 1986, Escobar 1988, and Tiwari, Chib, and Jammalamadaka 1987). An entirely different approach that estimates a continuous sampling distribution as a filtered-variate distribution per se was explored by Dickey et al. (1989).

The approach here is motivated by the desire for precise and controlled expression of prior uncertainty about
smoothness that can be combined coherently with whatever information on smoothness is inherent in the sample data. The resultant posterior distribution would then express the corresponding coherently updated uncertainty regarding the probability vector and its smoothness. Alternative approaches are less ambitious. One of the authors (JMD) recalls an insightful statement by John Tukey during a discussion in 1971 to the effect that the nonsmooth appearance of a histogram reported as an estimate could be useful to help warn against undue trust in a small sample. For a judgment of relative practicality, more extensive experience is needed with the filtered-variate Dirichlet and other filteredvariate MSV prior distributions and their assessment. The mechanics of their prior assessment, their updating by sample data and their posterior inferences are easy enough with present computing tools, and their potential advantages are strong enough, we hope, to tempt the reader to experiment with their assessment and use.

## APPENDIX: PROOFS

## Proof of Lemma 2

$$
E\left(y_{+}\right)=\mu_{+} \quad \text { and } \quad \operatorname{var}\left(y_{+}\right)=c \mu_{+}\left(1-\mu_{+}\right)
$$

So, if $\mu_{+}=\delta$, then $\operatorname{var}\left(y_{+}\right)=0$ and with probability $1 y_{+}=$ $E\left(y_{+}\right)=\mu_{+}=\delta$. Conversely, if $y_{+}=\delta$ with probability 1 , then $E\left(y_{+}\right)=\delta$, so $\mu_{+}=\delta$.

## Proof of Theorem 2

Lemma. If the (scalar) random quantity $z$ is supported on the unit interval, $0 \leq z \leq 1$, and $E z=u$, then the variance of $z$ is maximized for fixed $u$ by the $\operatorname{Bernoulli}(u)$ distribution.
Proof. $\operatorname{var}(z)=E\left(z^{2}\right)-u^{2} \leq E(z)-u^{2}=u(1-u)$.
Apply the lemma to each coordinate $z_{j}$ of $\mathbf{z}$, for which $\operatorname{var}\left(z_{j}\right)=$ $c u_{j}\left(1-u_{j}\right)$, which is maximized to the Bernoulli variance at $c=1$. So $c \leq 1$. $\tilde{P}$ is the only joint distribution on $\Delta^{(m)}$ having such margins.

## Proof of Theorem 3

The proportionality of moments (15) follows from Corollary 6 and the proportionality, $E\left(\tilde{\boldsymbol{\theta}}_{G}\right)=E\left(\tilde{\boldsymbol{\theta}}_{H}\right), \operatorname{var}\left(\tilde{\boldsymbol{\theta}}_{G}\right)=d^{2} \operatorname{var}\left(\tilde{\boldsymbol{\theta}}_{H}\right)$. To prove that $\mathrm{CHull}(\mathbf{G})$ contains the columns of $\mathbf{H}$, note that because $\overline{\mathbf{h}}=\overline{\mathrm{g}}$, the columns of $\mathbf{H}$ and $\mathbf{G}$ are related by $\mathbf{h}_{j}=$ $d^{-1} \mathbf{g}_{j}+\left(1-d^{-1}\right) \overline{\mathbf{g}}$, a convex combination when $d \geq 1$.
[Received September 1990. Revised November 1997.]
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