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1 Abstract

Our goal is to investigate the output process under
what conditions the interdeparture time will preserve
the IFR property. Because of the complexity of the
stationary probability density, we take advantage of
computer to visualize the performance of the output
process. We found the interdeparture time doesn't
always preserve the IFR property even if the interar-
rival time and service time are Erlang distribution-
s with IFR. We give several theoretic analysis and
present some numerical results of Em=Ek=1 queues.
For our experiment, ifm � k, the interdeparture time
of Em=Ek=1 remains the IFR property.

(Keywords: Departure Process, PH=G=1,Hazard
rate, IFR.)
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2 Introduction

For decades, queueing networks has been basic ana-
lytic model for the study of computers, communica-
tion networks and manufacturing systems. Recent-
ly, the study of the networks shifted their focus to
the departure processes in the queueing systems, be-
cause the departure processes from one server may
be the input or arrival processes of another server.
Therefore, it is important to characterize the depar-
ture processes in the queueing systems.

From the pass studies, we know a GI=G=1 queue
has output instants which form a renewal process if
and only if the arrival process is Poisson and the
services times are exponential. When the output
process is not a renewal process, researchers studied
the correlation structure of the output process. This
is because departure processes of queues other than
M=G=1 are diÆcult to characterize. In this paper,
our goal is to investigate what properties will be p-
reserved for the departure process if the queue is no
more M=M=1 queue. We will consider a PH=G=1
queue and construct the Laplace-Stieltjes transform
(LST) of the interdeparture time distribution, where
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PH denotes the phase type distribution proposed by
Neuts [11, 13, 14, 15]. The phase type distribution
can be a good approximation for general distribution.
We analyze the stochastic properties, such as Increas-
ing Failure Rate (IFR) for the interdeparture time.
Because of the computational complexity of PH=G=1
and the stationary probability density of the number
of customers in the system, we restrict our numeri-
cal examples to the Em=Ek=1 queue, where both the
interarrival time and service time are Erlang distribu-
tions. We illustrate some numerical results and con-
sider under what conditions the interdeparture time
is IFR in the Em=Ek=1 queue.

Since the 1950's, many researchers [1, 3, 7, 8] have
studied the output process of queueing models. They
focused on the distribution of the interdeparture time
and the correlation structure of the output process.
In this paper, we use an alternative approach to an-
alyze the performance of the output process. We
consider the stochastic order relations of the inter-
departure time, such as IFR. They are important for
comparison of \new" and \residual" life times [2, 4].
The stochastic order relations of the output process-
es from one server may be important indices for the
input processes of another server in the network [5,6].
In this study, we investigate under what conditions
the interdeparture time will preserve the IFR proper-
ty. We take advantage of computer to conduct some
experiments and visualize the failure rate of the in-
terdeparture time of Em=Ek=1 queues

3 Performance analysis

Now, we consider some important performance mea-
sures of the interdeparture time for Em=Ek=1 queue.

Lemma 3.1 For the stationary Em=Ek=1 queue, we

have

E[D] =

mX
j=1

�0(j)(m+ 1� j)

m�
+

1

�
:

Lemma 3.2 For the stationary Em=Ek=1 queue, we

have the variance of the interdeparture time V ar[D]

is

mX
j=1

�0(j)(m + 1� j)2

(m�)2
+

mX
j=1

�0(j)(m+ 1� j)

(m�)2

�(

mX
j=1

�0(j)(m+ 1� j)

m�
)2 +

1

k�2
:

Lemma 3.3 For the stationary Em=Ek=1 queue, we

have E[D] = 1
�
which implies

mX
j=1

�0(j)(m+ 1� j) = m(1�
�

�
):

Theorem 3.4 For a stationary Em=Ek=1 model,

we have the square coeÆcient of variation of the

interdeparture time c2D = V ar[D]
E2[D] � 1 and

c2D =
1

m2

mX
j=1

�0(j)(m+ 1� j)2

+
1

m
(1� �)� (1� �)2 +

1

k
�2

By a di�erent approach, Buzacott and Shanthiku-
mar [2] showed that for any GI=G=1 queue with DM-
RL(decreasing mean residual life)interarrival time,
the upper bound on c2D is c2D � c2A(1 � �) + �2c2S +
�(1 � �), and when the interarrival time have IMR-
L(increasing mean residual life) property, the lower
bound on c2D is c2D � c2A(1 � �) + �2c2S + �(1 � �),
where c2A and c2S are the the square coeÆcient of
variation of the interarrival time and service time,
respectively. Since Erlang distributions are DMR-
L and hyper-exponential distributions are IMRL, it
is easy to check with the upper bound condition of
the Em=Ek=1 queue that has c2D � 1. With the
lower bound condition, it is easy to show that the
Hm=Hk=1 queue has c

2
D � 1 in which the interarrival

time and service time are both hyper-exponential dis-
tributions with c2A and c2S being greater than one.

4 Stochastic properties

In this subsection, we consider the failure rate for sta-
tionary interdeparture time of Em=Ek=1 queue. We
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�nd that the stationary interdeparture time does not
preserve the property of IFR even if the interarrival
time and the service time are both IFR. We will con-
sider under what conditions the interdeparture time
preserve the property of IFR for the Em=Ek=1 queue.
we employ the method of partial fractions that sep-

arates it in terms of � and � respectively [9,10, 12].
We have

~D(s) =

mX
j=1

aj(
m�

s+m�
)j +

kX
i=1

bi(
k�

s+ k�
)i; (1)

where aj and bi are coeÆcients associated with each
term of � and �. We will discuss the method of partial
fractions and how to obtain aj and bi in numerical
examples.
Taking the inverse transform of above equation, we

have the density function of the interdeparture time
is in the form of

d(x) =

mX
j=1

aj
(m�)j

(j � 1)!
xj�1exp(�m�x) (2)

+
kX
i=1

bi
(k�)i

(i� 1)!
xi�1exp(�k�x): (3)

The coeÆcients aj and bi are attained in accordance
to the method of partial fractions and the station-
ary probability �0 that a departure leaves the sys-
tem empty with respect to the arrival phases. First
we consider the initial value of the failure rate r(x)
of the interdeparture time distribution and we have
the following theorem.

Theorem 4.1 For the stationary Em=Ek=1 queue,

the initial value of the failure rate r(x) of the inter-

departure time distribution is

lim
x!0+

r(x) =

(
(1� �0e)� if k = 1

0 if k � 2:

where �0 is the stationary probability that a depar-

ture leaves the system empty with respect to di�erent

arrival phases.

Now we consider the �nal value of the failure rate
r(x) of the interdeparture time distribution. Since

the �nal value of failure rate of Erlang-k distribution
converges to � as x ! 1, where � = k�, does the
failure rate of the interdeparture time distribution
r(x) converge as x!1 and what is the limit?

Theorem 4.2 For the stationary Em=Ek=1 queue,

the �nal value of the failure rate r(x) of the interde-

parture time distribution is given by

lim
x!1

r(x) =

(
m� if m� � k�; (k � m�)

k� if m� > k�; (k < m�):

That is

lim
x!1

r(x) = minfm�; k�g:

5 Hazard rate analysis of

Em=D=1 queues

In this subsection, we consider a deterministic service
case. Since the Erlang-k distribution converges to
a constant value as k ! 1. According to Section
2, we can obtain several performance indices for the
departure process. Now we examine whether or not
the interdeparture time of Em=D=1 queue has non-
decreasing failure rate. By Theorem ??, the failure
rate r(x) of the stationary Em=D=1 queue is given by
(??) where h = 1=� and rI(�) is the failure rate of the
idle time distribution I(�). The LST of I(�) is given
by ~I(s) =

Pm
j=1 �0(j)(

m�
s+m�

)m+1�j + (1��0e). Let
i(x) be the probability density function of I(x). We
have

lim
x!0+

I(x) = 1� �0e (4)

and

lim
x!0+

i(x) = �0(m)m�: (5)

Since rI (x) =
i(x)

1�I(x) , we have

lim
x!0+

rI (x) =
�0(m)m�

�0e
: (6)

For m = 1, namely, M=D=1 queue, we have I(x) =
1�(1��)exp(��x) for x > 0. Then, limx!0+ rI(x) =
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�. When we let � = � with service rate � = 1, we
have limx!h+ r(x) < �=(1��). This implies that the
output process for M=D=1 queue doesn't have IFR
property.

Ifm � 2, we have limx!h+ r(x) = limx!0+ rI (x) =
�0(m)m�

�0e
. We will discuss whether limx!h+ r(x)

is larger than (1 � �0e)=�0e or not by numerical
method in next section.

6 Conclusions

In this project, we derived the Laplace-Stieltjes trans-
form (LST) of the interdeparture time of PH=G=1
queue and gave some indices for the performance
analysis of the departure process of PH=G=1 queue,
such as the moments, the variance, and the square co-
eÆcient of variation. We showed the Em=Ek=1 queue
has c2D � 1 and the Hm=Hk=1 queue has c2D � 1.

Especially, we analyzed the failure rate of the s-
tationary interdeparture time. To the best of our
knowledge, it has not been studied before in this as-
pect. We focused on the IFR property of the in-
terdeparture time of Em=Ek=1 queue. Because of
the complexity of the stationary probability densi-
ty �0, we took advantage of computer to visualize
the performance of the output process. We found
the interdeparture time doesn't always preserve the
IFR property even if the interarrival time and ser-
vice time are Erlang distributions with IFR. But if
k � m, the interdeparture time of Em=Ek=1 remains
the IFR property in our experiments.
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