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Abstract—As magnetic recording densities grow, the nonlinear
distortions, known as transition shift and partial erasure, arise
and limit the performance of the detector. Despite that the
transition shift can be compensated by a write current technique,
the effect of partial erasure complicates the evaluation of the
correlation functions for the storage data and the nonreturn-
to-zero-inverted modulated data. In this article, we observe
the dependence between the partial erasure effect and storage
data, and derive the correlation functions for storage data and
nonreturn-to-zero-inverted modulated data in a high density
magnetic recording channel. The closed-form of the correlation
functions are obtained, these results are applied to verify the
timing function of the Muller & Mueller’s phase detector in a
partial response class IV channel via computer simulations.
Index Terms—partial erasure, phase detector, timing function,

partial response class IV, nonreturn-to-zero-inverted modulated
data

I. INTRODUCTION

As magnetic recording densities grow, the nonlinear effects,
known as transition shift and partial erasure, arise and limit the
performance of the detector [1]-[3]. In designing a detector,
a timing recovery loop or phase-locked loop is essential
for retrieving the storage data and its task is to properly
sample the readback signal for further signal processing such
as equalization or channel decoding [4]-[9]. In addition, a
phase detector is required to estimate the timing error; sev-
eral methods [10]-[13] have been proposed for realizing the
phase detector via using the sampling data. Among these, the
Muller & Mueller’s (M&M’s) phase detector [14] is often
adopted for its simple realization in a digital communication
system, including the magnetic recording system. Although
some primitive results have been discussed[15], [16], few
researchers have directly investigated on the timing function
of the M&M’s phase detector in the presence of the non-

linearities for a magnetic recording channel, These nonlinear
effects complicate the statistics of the storage data, which
makes the derivation of the timing function non-trivial and
difficult. Fortunately, several nonlinear channel models [17]-
[21] have been proposed; the simple partial erasure channel
model is applied for analyzing the timing function in this
article. We first discuss the statistical properties of the storage
data and the nonreturn-to-zero-inverted (NRZI) modulated
data, and then focus on the derivation of the timing function
in the presence of partial erasure with the assumption that
the transition shift has been eliminated by the write current
precompensation [22], [23]. These results are applied to verify
the timing function of the Muller & Mueller’sphase detector in
a partial response class IV channel via computer simulations.
The results can also be applied in high order partial responses
and are expected to be used in designing a minimum mean
square error equalizer in the future.

II. CHANNEL MODEL AND PARTIAL RESPONSES

Several channel models have been proposed to describe the
nonlinear effects of the magnetic recording channel; the simple
partial erasure channel is adopted in this article. Assume
that the nonlinear transition shift has been eliminated by the
precompensation technique. In terms of the simple partial
erasure model, the playback signal of a high-density recording
channel can be expressed as

y(t) =
∑

k

rkbkh(t − kT ) (1)
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where the effective transition-width ratio rk is determined by
the neighboring transitions and is given by

rk =

⎧⎨
⎩
1, bk−1 = bk+1 = 0
γ1, | bk−1 |�=| bk+1 |
γ2, | bk−1 |=| bk+1 |= 2

(2)

The nonreturn-to-zero-inverted modulated input bk with the
period T may be of values {+2, 0,−2}. The term h(t)
represents the isolated transition response, which is often
modeled as the Lorentzian function

h(t) =
1

1 + ( 2t
PW50

)2
(3)

where the normalized density, PW50, quantifies the recorded
bit density. The simple partial erasure model characterizes the
channel nonlinearity by the reduction parameters γ1 and γ2;
when γ1 = γ2 = 1, the model is reduced to a linear model.
The simple partial erasure model commonly sets γ2 = γ21 , and
the nonlinear effect is determined by the reduction parameter
γ1.
For high-density magnetic storage, the model duration is

usually long and this often increases the complexity for
realizing the detector. Therefore, a linear transversal filter
is first applied to partially equalize the channel response
to a desired target response such that the effective channel
length is reduced. In most applications, the magnetic channel
is equalized to a partial response model [2] and then the
maximum likelihood (ML) detector is designed to improve
the performance in high-density magnetic storage [1]. For
the partial response class IV (PR4) magnetic recording, the
channel response h(t) is equalized to a proper target response
s(t) given by

s(t) = q(t) + q(t − T ) (4)

where q(t) represents a raised-cosine function. As record-
ing densities increase, high order partial responses, such
as extended partial response class IV (EPR4) and extended
enhanced partial response class IV (EEPR4), are adopted and
the corresponding target response s(t) and output dm are listed
in table I.
The sampled output ym at t = mT + τmT is thus given by

ym =
L2∑

k=−L1

rm−kbm−ks(kT + τm−kT ) (5)

where τm is the timing error; the parameters L1 and L2 are
chosen such that the samples of s(t) for k < −L1 and k >
L2 are small enough to be neglected. The sampled output is
passed through a designed detector including timing recovery
and equalization such that the storage data can be retrieved.

III. CORRELATION FUNCTIONS FOR THE SIMPLE PARTIAL
ERASURE MODEL

The statistics for the channel model are often required to
design a detector in most applications. In the past decade, the
recording density is moderately low and the channel model
is linear, the statistics for the channel mode are trivial, and

given in the following. The data sequence am is often assumed
independently and identically distributed (IID), i.e.,{

E[am−iam−j ] = 0 , if i �= j
E[am−iam−j ] = 1 , if i = j

(6)

where E[·] represents the expectation operation. Accordingly,
the statistics for the NRZI encoded data bm are given by⎧⎨

⎩
E[bm−ibm−j ] = 2 , if i = j
E[bm−ibm−j ] = −1 , if |i − j| = 1
E[bm−ibm−j ] = 0 , else

(7)

However, the above correlation function (7) is no longer valid
for a high-density recording channel. In the presence of the
partial erasure, the transition-width ratio rm is determined by
bm−1 and bm+1 or equivalently am−2, am−1, am and am+1,
and the dependence between rm and am complicates the
evaluation of the statistics. The dependence for the data am,
bm and rm are observed and listed in table II. Consider the
all possible combinations of the data sequence, and we can
obtain the corresponding correlation functions via computer
simulations.

am−2 am−1 am am+1 bm−1 bm bm+1 rm

-1 -1 -1 -1 0 0 0 1
1 -1 -1 -1 -2 0 0 γ1
-1 1 -1 -1 2 -2 0 γ1
1 1 -1 -1 0 -2 0 1
-1 -1 1 -1 0 2 -2 γ1
1 -1 1 -1 -2 2 -2 γ2
-1 1 1 -1 2 0 -2 γ2
1 1 1 -1 0 0 -2 γ1
-1 -1 -1 1 0 0 2 γ1
1 -1 -1 1 -2 0 2 γ2
-1 1 -1 1 2 -2 2 γ2
1 1 -1 1 0 -2 2 γ1
-1 -1 1 1 0 2 0 1
1 -1 1 1 -2 2 0 γ1
-1 1 1 1 2 0 0 γ1
1 1 1 1 0 0 0 1

TABLE II
THE DEPENDENCE FOR THE DATA am , bm AND rm

A. Correlation Function for Initial Data Sequence

The correlation functions for the initial data sequence am

can be given by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E[rm−lam−iam−j ] = σ(γ1, γ2),
if i = j ∀ l

E[rm−lam−iam−j ] = ρ(γ1),
if l = i and i = j + 1

E[rm−lam−iam−j ] = ρ(γ1),
if l = i − 2 and i = j + 1

E[rm−lam−iam−j ] = 0,
else

(8)

where

σ(γ1, γ2) =
1
4
+
1
2
γ1 +

1
4
γ2 (9)
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class of partial response target response s(t) output dm

PR4 q(t) + q(t − T ) am − am−2
EPR4 q(t) + 2q(t − T ) + q(t − 2T ) am + am−1 − am−2 − am−3
EEPR4 q(t+ 3q(t − T ) + 3q(t − 2T ) + q(t − 3T ) am + 2am−1 − 2am−3 − am−4

TABLE I
TARGET RESPONSE s(t) AND THE CORRESPONDING OUTPUT dm

and

ρ(γ1) =
1
4
− 1
4
γ21 (10)

B. Correlation Function for NRZI modulated Data Sequence
In some applications, the correlation functions for the NRZI

modulated data sequence bm may be required. Hence, we also
obtain the correlation functions for the NRZI modulated data
sequence. They are given in the following equations (11) and
(12).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

E[rm−ibm−ibm−j ] = 1
2 + γ1 + 12γ2,
if |i − j| = 0 ∀ i and j

E[rm−ibm−ibm−j ] = − 12γ1 − 1
2γ2,

if |i − j| = 1 ∀ i and j
E[rm−ibm−ibm−j ] = − 14 + 14γ2,

if |i − j| = 2 ∀ i and j
E[rm−ibm−ibm−j ] = 0, else

(11)

and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

E[rm−ibm−irm−jbm−j ] = 1
2 + γ21 +

1
2γ
2
2 ,

if |i − j| = 0 ∀ i and j
E[rm−ibm−irm−jbm−j ] = − 14γ21 − 1

2γ2γ1 − 1
4γ
2
2 ,

if |i − j| = 1 ∀ i and j
E[rm−ibm−irm−jbm−j ] = − 18 + 14γ2γ1 − 1

4γ1 +
1
8γ
2
2 ,

if |i − j| = 2 ∀ i and j
E[rm−ibm−irm−jbm−j ] = − 1

16 +
1
8γ2 − 1

16γ
2
2 ,

if |i − j| = 3 ∀ i and j
E[rm−ibm−irm−jbm−j ] = 0, else

(12)

IV. APPLYING THE CORRELATION FUNCTION TO DERIVE
THE TIMING FUNCTION

As well-known, the timing error τm for the Muller &
Mueller’s phase detector is realized by

τm = ymd̂m−1 − ym−1d̂m (13)

where d̂m is an estimate of the output for the partially
equalized channel. Assume the timing error τm varies slowly,
and the timing function is defined as the mean of the timing
error τm that is denoted by

E[τm] = E[ymd̂m−1 − ym−1d̂m]
= E[Am − Bm] (14)

where E[·] represents the expectation operation, and the two
additional terms Am and Bm are given by⎧⎨
⎩

Am =
(∑L2

k=−L1
rm−kbm−ks(kT + τm−kT )

)
d̂m−1

Bm =
(∑L2

k=−L1
rm−k−1bm−k−1s(kT + τm−kT )

)
d̂m

(15)

The timing function is derived as follows with the assumption
that the estimate d̂m is correct. For a PR4-equalized channel,
the partial response output dm = am − am−2, and the target
response is given by s(t) = q(t) + q(t − T ). In addition, the
correlation functions of (6) and (8) can be applied for deriving
the timing function; E[Am] and E[Bm] can be obtained in the
following equations (16) and (17).
Substituting (16) and (17) into (14), we can obtain the

resulting timing function as

E[τm] = σ(γ1, γ2) · f(τ) + ρ(γ1) · g(τ) (18)

where the function f(τ) and g(τ) are in the following equa-
tions (19) and (20).

f(τ) = 2s(T − τ)− 2s(−τ)− s(3T − τ)
+s(2T − τ)− s(−T − τ) + s(−2T − τ) (19)

g(τ) = 2s(2T − τ)− 2s(−T − τ)− s(4T − τ)
+s(T − τ)− s(−τ) + s(−3T − τ) (20)

V. COMPUTER SIMULATIONS

Computer simulations are given to verify the proposed
equalizer in this section. The channel output is generated by
using equation (5) with parameter settings L1 = L2 = 7,
γ2 = γ21 , and γ1 = 0.6. Assume the decision d̂m is correct, the
timing functions generated by using equation (13) and (18) are
shown in Fig. 1. The realized timing function (13) is plotted
in symbol ‘o’ and the derived timing function (18) is shown
in symbol ‘*’. The result indicates the derived timing function
closely matches the realized one, which verifies the proposed
results.

VI. CONCLUSION

We have derived the correlation functions for the storage
data and the NRZI modulated data of a magnetic recording
channel in the presence of the partial erasure. The closed-
form of the correlation functions are obtained, these results are
applied to verify the timing function of the Muller & Mueller’s
phase detector in a partial response class IV channel via
computer simulations. The results can be applied in high order
partial responses and are expected to be used in designing a
minimum mean square error equalizer in the future.
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E[Am] = σ(γ1, γ2) · [s(T − τ)− s(−τ)− s(3T − τ) + s(2T − τ)]
+ρ(γ1) · [s(2T − τ)− s(−T − τ)− s(4T − τ) + s(T − τ)] (16)

E[Bm] = σ(γ1, γ2) · [s(−T − τ)− s(−2T − τ)− s(T − τ) + s(−τ)]
+ρ(γ1) · [s(−τ)− s(−3T − τ)− s(2T − τ) + s(−T − τ)] (17)
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Fig. 1. Derived and realized timing functions for a PR4-equalized channel
with γ1 = 0.6

REFERENCES
[1] R. W. Wood and D. A. Petersen, “Viterbi detection of class IV par-

tial response on a magnetic recording channel,” IEEE Trans. Magn.,
vol. com-34, pp. 454–461, May 1986.

[2] D. J. Tyner and J. G. Proakis, “Partial response equalizer performance
in digital magnetic recording channels,” IEEE Trans. Magn., vol. 29,
pp. 4194–4208, Nov. 1993.

[3] W. E. Ryan and N. H. Yeh, “Viterbi detector for pr4-equalized magnetic
recording channels with transition-shift and partial erasure nonlineari-
ties,” IEEE Trans. Magn., vol. 32, pp. 3950–3952, Sept. 1996.

[4] J. G. Proakis, “Equalization techniques for high-density magnetic record-
ing,” IEEE Signal Processing Magazine, vol. 15, pp. 73–82, Jul. 1998.

[5] H. Meyr, M. Moeneclaey, and S. A. Fechtel, Digital Communication
Receivers: Synchronization, Channel Estimation and Signal Processing.
Wiley Series in Telecommunications and Signal Processing, New York:
John Wiley and Sons, Inc., 1997.

[6] J. W. M. Bergmans, Digital baseband transmission and recording.
Boston: Kluwer Academic Publishers, 1996.

[7] M. H. Cheng and T. S. Kao , “Joint design of interpolation filters and
decision feedback equalizers,” IEEE Trans. Communications, vol. 53,
no. 6, pp. 914–918, Jun. 2005.

[8] A. Nayak, J. Barry, and S. McLaughlin, “Joint timing recovery and turbo
equalization for coded partial response channels,” IEEE Transactions on
Magn., vol. 38, pp. 2295–2297, Sept. 2002.

[9] D. Raphaeli, and Y. Zarai, “Combined turbo equalization and turbo
decoding,” Proceedings of the IEEE Global Telecommunications Con-
ference, vol. 2, pp. 639–643, Nov. 1997.

[10] P.M. Aziz and S. Surendran,“Symbol rate timing recovery for higher
order partial response channels,” IEEE Journal on Selected Areas in
Communications, vol. 19, no. 4, pp. 635–648, Apr. 2001.

[11] J. W. M. Bergmans and H. Wong-Lam, “A class of data-aided timing-
recovery schemes,” IEEE Trans. Commun., vol. 43, no. 4, pp. 1819-1827,
Mar. 1995.

[12] F. M. Gardner, “A BPSK/QPSK timing error detector for sampled
receiver,” IEEE Trans. Commun., vol. COM-34, no. 5, pp. 423-429, May
1986.

[13] J. Moon, and J. Lee, “Joint Timing Recovery and Data Detection for
High Density Perpendicular Recording ,” IEEE Transactions on Magn.,
vol. 42, no. 10, pp. 2576–2578, Oct. 2006.

[14] K. H. Mueller and M. Müller, “Timing recovery in digital synchronous
data receivers,” IEEE Trans. Commun., vol. COM-24, No. 7, pp. 516-
531, May 1976.

[15] T. S. Kao, Y. C. Chang, S. Y. Hou, and C. J. Juan, “Effects of
timing information for a magnetic recording channel in the presence
of non-linearities,” International Colloquium on Signal Processing and
its Applications, pp. 276–279, Mar. 2009.

[16] T. S. Kao, Y. C. Wang, Y. C. Chang, and C. J. Juan, “On the S-curve
of a magnetic recording channel in the presence of partial erasure and
transition shift,” International Conference on Signal Processing Systems,
pp. 47–51, May 2009.

[17] B. Lin, K. E. Hild, and J. R. Cruz, “Magnetoresistive read/write channel
models,” IEEE Trans. Magn., vol. 35, pp. 4528 –4531, Nov. 1999.

[18] R. W. D. Palmer, P. A. Ziperovich and T. Howell, “Identification of
nonlinear write effect using pseudo-random sequences,” IEEE Trans.
Magn., vol. 23, pp. 2377–2379, Sept. 1987.

[19] R. Hermann, “Volterra modeling of digital magnetic saturation recording
channels,” IEEE Trans. Magn., vol. 26, no.5, pp. 2125-2127, Sept. 1990.

[20] T. S. Kao and M. H. Cheng, “Expectation and maximization algorithm
for estimating parameters of a simple partial erasure model,” IEEE
Trans. Magn., vol. 39, pp. 608–612, Jan. 2003.

[21] T. S. Kao and M. H. Cheng, “Alternating coordinates minimization
algorithm for estimating parameters of partial erasure plus transition
shift model,” IEEE Trans. Magn., vol. 40, no. 4, pp.3096–3098, Jul.
2004.

[22] S. X. Wang and A. M. Taratorin, Introduction to magnetic information
storage technology. New York: Academic, 1999, pp. 291-293.

[23] K. Miura, K. Seki, M. Hashimoto, H. Muraoka, H. Aoi, and Y. Naka-
mura, “Optimization of precompensation for NLTS in perpendicular
magnetic recording,” IEEE Trans. Magn., vol. 42, no. 10, pp. 2297–
2299, Oct. 2006.

379383

Authorized licensed use limited to: ACADEMIA SINICA COMPUTING CENTRE. Downloaded on April 02,2010 at 13:09:52 EDT from IEEE Xplore.  Restrictions apply. 


