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ABSTRACT:	 An algorithm based on graph-theoretic approach is introduced in this paper. A 
bipartite graph is created from message and cover object. Message M is broken 
into units of x (= 2, 4, or 8) bits long. For each x, a matching with m number of 
such x bits from cover file is determined using the bipartite graph. Wherever a 
matching for a node in left side is found with a node in right side then this part 
of the message is treated as either naturally or cross embedded in that port of 
the cover. Nodes in left side correspond to bits in message and those in right side 
correspond to group of bits in cover. The matching relationship is then embedded 
in the extra bytes of cover, fully utilizing the available redundancy or alternatively 
the sequence of indices is compressed and sent through separate channel. The 
algorithm achieves almost 100% matching for message elements in cover elements. 
The embedding algorithm has been put through mathematical and statistical test 
to ensure that it not only retains visual similarity in stego with cover file but also 
leaves other statistics of cover undistorted after embedding. Therefore it achieves 
sustainability.  In this paper, we have taken BMP file to implement the algorithm.

KEYWORDS:	 Extra Bytes, Graph Theoretic Approach, Steganography, Information Hiding, 
Sustainable Embedding, Natural Embedding, Partial Embedding, Cross 
Embedding, Explicit Embedding.

1. Introduction

Steganography, also called “covered writing” is defined as the art and science 
of communicating in a way that hides the very existence of the communication. 
Steganography and Cryptography are excellent means to achieve privacy and secrecy of 
information to be shared between communicating partners. A mechanism to combine them 
provides multiple layers of security. Statistical and visual undetectability of a stego object 
when compared with cover object is an important consideration for any steganographic 
schemes. By undetectability, we understand the inability of an attacker to distinguish 
between stego and cover objects with success rate better than random guessing, given the 
knowledge of embedding algorithm and the source of cover media. 

There are a number of steganographic approaches in use for hiding information in 
digital images. The spatial domain, frequency domain and spread spectrum technique 
are mostly used for information hiding (Anonymous, 1995; Sellars, 2006). The simple 
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and most obvious is substitution method that replaces Least Significant Bit (LSB) or 
randomly selected bit, image downgrading, cover region and parity bits etc (Katzenbeisser 
& Petitcolas, 2000). Another approach is statistical steganography that utilizes a 1-bit 
steganographic scheme (Katzenbeisser & Petitcolas, 2000). These approaches alter some 
bits that are part of color pallet of the image. Thus statistical analysis between the known 
cover and stego object may reveal the presence of information in the image. Another work 
based on information theoretic approach by Cox et al. (2005) embeds information using 
correlation coefficient between two distributions drawn from message and cover. The 
number of bits to be altered depends on the value of the correlation. 

Steganographic research is primarily driven by the desire to have complete secrecy 
of information in an open-systems environment. This is not available with cryptographic 
systems. Steganography (Cole, 2003; Cox et al., 2007; Johnson, 1995; Johnson & Jajodia, 
1998a) and cryptography (Stallings, 1999) are used for the purpose to protecting the 
information from a third party. In a cryptographic system, a hacker may be able to detect, 
intercept, modify and/or destroy messages without being able to violate certain security 
premises guaranteed by a cryptosystem (Lenstra, Wang & Weger, 2005; Merkle, 1990; 
SANS Institute, 2001; Schneier, 1996), whereas in a steganographic system a message is 
embedded inside other harmless messages in a way that it does not allow third party to 
even know the presence of the message (Johnson, Duric & Jajodia, 2001; Krinn, 2000). 
Information hiding is used in digital watermarking (Cox et al., 2007) wherein cover needs 
to be retained after retrieval of message unlike in steganography. Also in administrative 
control some administrative decision needs delayed disclosure of information. Until 
that time privacy of information is to be ensured. This is applicable to both data at 
store as well as data on move in the era of Internet where most of data is shared using 
telecommunication transmission i.e. computer network.

If a message is embedded without replacing or exchanging any color bits of cover 
data, an almost perfect steganography is achieved! In this paper, a steganographic 
algorithm using graph theoretic approach is introduced that exactly achieves that. The 
following four factors influence a steganographic security.

●	 Type of cover media

●	 Method of selection of places within the cover that might be modified

●	 The embedding operations

●	 The number of embedding changes

The idea behind a steganographic process is to find an embedding algorithm that 
finds a suitable cover, determines redundancy in it and finally preserves statistics of the 
cover. Statistics such as color frequency, average absolute difference (AD), mean squared 
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error (MSE), Lp-norm, Laplacian mean squared error (LMSE), peak signal to noise ratio 
(PSNR) and histogram similarity (HS) of the original cover image should be preserved 
in the stego to confuse the hacker. The graph theoretic approach to steganography is 
presented by Hetzl and Mutzel (2005) that basically preserves color frequency of the 
cover by exchanging a basic elements of cover from one block to another to infer message 
as a functional output of the exchanged block. The approach does not preserve the other 
statistics outlined above. A novel approach is presented in this paper that preserves the 
above statistics besides the color frequencies. 

There are two ways of using graph theoretic concept in steganography.

●	 Find relationship (if required) between smallest data unit of message and a group 
of such smallest unit of cover object and represent the relationship using a graph. 
If required, hide the relationships in the zero bytes of cover. 

●	 Use a graph as cover object and find redundancy in its feature like node or 
segment or its attributes and embed payload in it (Krinn, 2000). 

A digital cover image can be treated as collection of data units. Each data unit is 
nothing but string of some x bits. Thus a cover is an array of such data units. Similarly a 
secret message to be embedded in the cover may be treated as an array of data units each 
of the same x bits length. Utilising this concept and the first approach listed above, an 
algorithm is presented in this paper to hide information in an image in sustainable way. 
We generate a bipartite graph from cover image and message.

The paper is organized is seven sections. Section 2 contains terminology and a 
theoretical description of the graph theoretic approach for finding relationships. The 
algorithm to represent the relationship in graph and to store, wherever required, in cover 
is described in Section 3. In Section 4, we have explained how to get basic information 
about cover image and use it to store any information if required. Extraction process is 
mentioned in Section 5. Steganographic security of our approach is described in Section 6. 
The paper is concluded in Section 7.

2. Theoretical approach

We treat message (M) as an array of elements, each element containing sequence 
of x bits, where x is taken from set {2, 4, 8} to avoid padding of bits. The value 4 is 
found very optimal and in many cases (> 99%) we have achieved 100% natural and cross 
embedding. Before proceeding further it is important to briefly introduce terms frequently 
used in this paper.

2.1 Terminology
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2.1.1 Bipartite graph 

	 A graph G = (V, E) is called a bipartite graph if vertex set V can be partitioned 
into two non empty disjoint subsets V1 and V2 in such a way that every edge in set E 
joins a vertex in V1 to a vertex in V2. No node in V1(V2) is adjacent to any node in V1(V2). 
However some nodes in V1 are adjacent to some nodes in V2.

2.1.2 Embedding factor

 Let size of message array be L. An embedding factor is defined as ratio

It implies that potentially k data units are available in cover for one data unit of secret 
message.

2.1.3 Cross embedding 

Let embedding factor k be 4 and data unit size x be 2. A rth data unit of message is 
said to be cross embedded in the sth k data units of cover, if r ≠ s and additional modulo 2x 
of sth k data units of cover is equal to rth data unit of message. 

2.1.4 Explicit embedding

When none of the embeddings like cross, natural or partial is achievable, then rth data 
unit of message is to be explicitly written in the extra bytes of the cover. This situation is 
defined as explicit embedding.

2.1.5 Extra byte

 While storing an image in a file format a certain format constraint is maintained. In 
24 bit BMP a pixel needs 3 bytes for RGB. Every line starts from a quad boundary, thus a 
few bytes (0 to 3) are padded to ensure that number of bytes in a line remains multiple of 
4. These padded bytes are called extra bytes or zero bytes. 

2.1.6 Natural embedding

Let embedding factor k be 4 and data unit size x be 2. A rth data unit “01” of message 
is said to be naturally present in the rth k data units of cover “10 00 01 10” because 
additional modulo 4 of 10, 00, 01 and 10 is equal to 01. 

2.1.7 Partial embedding 

When rth data unit of message is neither naturally embedded nor cross embedded 
but it is present as one of the k in the rth k data units of cover then it is called partially 
embedded in the cover. 
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2.1.8 Sustainable steganography

By sustainable steganography we mean preserving statistics of cover in stego by 
avoiding possible distortion in the cover due to embedding of the message in it.

2.2 Methodology

Let m1, m2, m3, … mL be L sequences, each of x bits, of message M. Let us use M to 
denote size of message, thus 

M = L*x bits.

We use 24bit BMP file as cover object (C) to implement the algorithm. The 24bit BMP 
image has 224 colors and the palette field does not contain any entry (Gonzalez & Woods, 
1992). Each 3-byte triplet in the bitmap array represents relative intensities of blue, green, 
and red color of a pixel. The actual pixel data begins at the offset of 54 bytes from the 
start. The 54 bytes header info is left unchanged. If size of cover image is W * H, where 
W is width and H is height in pixels then there are 

3*(W * H) bytes

for colors, some zero bytes besides 54 bytes used for header in the cover. Zero bytes are 
added at the end of every line (3*W) bytes to ensure that next line begins at the 32bits-
boundary (Gonzalez & Woods, 1992). 

We also consider 3(W * H) bytes of cover image C as array of elements, each 
element containing x bits. The value of x is same as in M. Let c1, c2, c3, … cN be N 
sequences, each of x bits, of cover C. If we take C as size of bitmap array in 24bit BMP 
cover then 

C = 3* (W * H) = N*x.

This implies that each mj has k 

cj‘s available in C. For implementation purpose, c1, c2, c3, … cN can be organized as (c1, 1, 
c1, 2, c1, 3, … c1, k), (c2, 1, c2, 2, c2, 3, … c2, k), …(cL, 1, cL, 2, cL, 3, … cL, k) such that 

N = k*L

Since k bits of cover are used for one bit of message, k is called embedding factor of the 
algorithm. We find relationships between each mj and (cj, 1, cj, 2, cj, 3, … cj, k) as follows. 

06-02.indd   23 2011/12/28   下午 12:06:52



24    Vinay Kumar, Sunil Kumar Muttoo

(a)	 If (cj, 1 + cj, 2 + cj, 3 + … + cj, k) modulo 2x = mj, then mj is considered as naturally 
embedded in C. 

(b)	 For the leftover mi’s, if it is found that it is naturally embedded in a (cj, 1, cj, 2, cj, 3, … 
cj, k) for i ≠ j then index j of cover is used to represent mi. This relationship is actually 
found using bipartite graph adjacency where mi is adjacent to cj. In this case mi is 
considered as cross embedded in C.

(c)	 For the left over mj‘s, if it is equal to any of cj, 1, cj, 2, cj, 3, … cj, k, say cj, x then triplet 
(C, j, x) is stored in zero byte area of cover. In this case, mj is said to be partially 
embedded in C. 

(d)	 If still any mj is left then it is treated as isolated node of graph and is stored in zero 
byte as triplet (M, j, mj), where M stand for message, j is index in array of message 
elements and mj is the corresponding x bits. We refer the situation of embedding as 
explicit embedding.

The concept introduced for message hiding is shown in the schematic diagram in 
Figure 1 and the symbols used are described in Table 1. 

The steganographic method finds natural embedding of the message in the selected 
cover. Natural embedding can be described as an embedding process in such a way that 
message bits can be thought of already present in the cover. For example, if jth four groups 
(cj, 1, cj, 2, cj, 3, cj, 4), each of 4 bits, in the cover be

0110 0101 1001 1100

c1,1, c1,2….,c1,x,, ….,c1,k

c2,1, c2,2….,c2,,x,, ….,c2,k

cj,1, cj,2….,cj, x, ….,c1,k

cL,1, cL,2….,cL,x,, ….,c1,k

c1 = m1 m1

Cover elements Message elements

mL

= mj

= v mq

(1 q L)

= mi

c2

cj

cL

m2= c2,,x

mj

Figure 1   Schematic Diagram for Embedding
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then 

(0110 + 0101 + 1001 + 1010) modulo 24 = 1110,

implies that bit string 

mj = 1110

of message is naturally embedded where mj is jth 4 bits in M. If all mj‘s are not naturally 
embedded in the cover and say some 

mi = 0010 (i ≠ r)

is equal to addition modulo 24 of some 

(cr, 1, cr, 2, cr, 3, cr, 4) = (1000 , 0100, 0011, 0011)

then index r of cover is used to represent mi. Similarly, if 

mr = 1001

then it is partially embedded in 

(cr, 1, cr, 2, cr, 3, cr, 4) = (0110 0101 1001 1100)

at 3rd location in cr and a triplet (C, r, 3) is stored in zero bytes of cover to embed this 
part of message. Here C stands for cover, r for rth element of message array and 3 for 3rd 
element in rth block in C. Finally, if a mj, say 0000, is still not found to be embedded in 
or related to any block of elements in C, then this part is stored as (M, j, mj). This too is 
stored in extra bytes. 

Notice that no information part is directly stored but only the association and that 
too without disturbing any color bits of the cover. While reconstructing the message this 
information is used to reconstruct the message part from the cover itself. In the following 
section, we describe the algorithm to implement the concept by taking an example. We 
have used 24 bit BMP (Gonzalez & Woods, 1992; Kirkby, n.d.) image file as cover in this 
paper for the purpose. 

Table 1   Legends
Sr. No. Symbol Meaning

1. ⊕ Addition Modulo 2x

2. Natural Embedding
3. Bipartite graph edge for cross matching
4. Partial embeddings

5. ●
Implies that the corresponding message element is an isolated node 
and has to be embedded as (M, L, mL).
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3. Implementation

Given message is scanned byte by byte from left to right and its size is optimized for 
embedding by removing all white spaced, punctuation marks and formatting characters. 
Format is not so important as it can be restored (reformatted) at the receiving end. Each 
byte of the resultant text is unpacked into 8/x units. Each unit contains x bits. To illustrate 
the concept we have taken x = 4. Thus a given message of M bytes is stored in an array of 
size 

L = 2M

We use two mask bits 00001111 and 11110000 to unpack one byte into two nibbles: most 
significant and least significant four bits. Let the text be “This is steganography.” After 
removing spaces and punctuation the resultant text is “Thisissteganography.” 19 characters 
of this text are divided into 38 nibbles and stored in an array TEXT [38] as shown below. 

TEXT[38] = {5, 4, 6, 8, 6, 9, 7, 3, 6, 9, 7, 3, 7, 3, 7, 4, 6, 5, 6, 7, 6, 1, 
6, E, 6, F, 6, 7, 7, 2, 6, 1, 7, 0, 6, 8, 7, 9}

After transforming text into array of x bits data, it is turn to find graph relationships 
between image and data units. The basic information about a 24-bit BMP file is retrieved 
using structure that is defined in Table 3 and 4 of Section 4. For example see the image in 
Figure 2(a). The image is 24 bits BMP having height = 135 pixels and width = 167 pixels. 
The number of bytes required in every line is

167*3 = 501

Next line starts at quad word boundary, so each line in the colour palette portion shall 
contain 

[4 – (501 % 4)] = 3

(a) (b)

Figure 2   (a) Original Image and (b) Image after Embedding the Message
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extra (or zero bytes).

The image has in total 135*3 = 405 extra bytes. The total bytes for colour pixels 

= 167 * 135 * 3 
= 67635 bytes = 135270 nibbles. 

Therefore for every nibbles of text, we have 

nibbles in the image to hide. The addition modulo 24 of these 38 units of 3559 nibbles is 
stored in IMAGE [38] array and the values are as below.

IMAGE[38] = {0, 6, A, 3, 9, C, 5, 0, B, 2, 8, F, 5, E, 6, 8, 7, 4, 0, 7, 
5, 0, 8, 9, 1, D, 0, 0, 8, 7, B, 7, B, 9, 0, C, B, 0}

Now we find relationships between TEXT [38] and IMAGE [38] for the correspondence 
as per algorithm outlined in Section 2. Table 2 is partitioned in three parts (a), (b) and (c) 
to accommodate 38 indexes. 

Table 2   Matching Index Table
(a)

Text Index   1   2   3   4   5   6   7   8   9 10 11 12 13
Nibble Value   5   4   6   8   6   9   7   3   6   9   7   3   7
Image Index   7 18   2 11   2   5 17   4   2   5 17   4 17

(b)
Text Index 14 15 16 17 18 19 20 21 22 23 24 25 26

Nibble Value   3   7   4   6   5   6   7   6   1   6   E   6   F
Image Index   4 17 18   2   7   2 20   2 25   2   4   2 12

(c)
Text Index 27 28 29 30 31 32 33 34 35 36 37 38

Nibble Value   6   7   7   2   6   1   7   0   6   8   7   9
Image Index   2 17 17 10   2 25 17   1   2 11 17   5

First row of the Table 2 contains indexes of TEXT [  ] and the next row contains 
corresponding nibble value from TEXT. The third row contains the index from IMAGE 
for the corresponding nibble value. Notice the index 20 -- the natural embedding. The 
remaining 37 values are embedded through cross matching. The value to be embedded is 
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the indexes in third row i.e. (7, 18, 2, 11, 2, 5, 17, 4, 2, 5, 17, 4, 17, 4, 17, 18, 2, 7, 2, 20, 2, 
25, 2, 4, 2, 12, 2, 17, 17, 10, 2, 25, 17, 1, 2, 11, 17, 5). The cover selection and embedding 
is described in the following section. The key of the steganography is 

(<Message length in bytes>, x) = (19, 4).

We have experimented on over 200 images, and it is found that a data unit of text is 
either naturally embedded or cross embedded in an image if x = 2 or 4. The reason is the 
span of values that we have to find matching for. In case of x = 2, the possible values of 
data unit is {0, 1, 2, 3} and in case of x = 4, it is 16 hexadecimal symbol. Thus the steps 
3 and 4 of partial and explicit embedding are rarely required. Even if it is required in 
few cases (< 1%) it is embedded in the extra bytes. The following section describes the 
method of retrieving information about a 24bit BMP and availability of extra bytes in it to 
accommodate partial and explicit embedding, if required. 

4. Embedding process

BMP file format is designed to easily work with the Windows API using the same 
structures that Windows applications use to manipulate in-memory bitmaps. There are 
some variants of BMP file formats. With a little work, a single set of structures can be 
produced to describe all bitmap files. Table 3 illustrates the BMPFILEHEADER structure 
and Table 4 the BMPINFOHEADER. The structure defined in the “Box 1” is based 
on the BMPFILEHEADER. And the structure defined in the “Box 2” is based on the 
BMPINFOHEADER. Other information stored is pallet and image data. Pallet is an array 
of RGBQUAD structures, each of which is a color. The number of colors in the palette 
was specified in the biClrUsed field of the BMPINFOHEADER structure. The color Table 
is used only in 1-bit, 4-bit and 8-bit BMP files. Image data is a 1 dimensional array of 
unsigned characters, where each value is an index into the palette. In 16-bit, 24-bit and 32-
bit BMP files each value in the image date section is a pixel stored in (b, g, r) format and 
therefore pallet is absent. 

The oldest forms of the bitmap file format use 16- instead of 32-bit integers for the 
width and height fields of the BMPINFOHEADER structure. Fortunately, it is easy to tell 
when such a file is being read, since the size field is always 12 for those structures and 
greater than 12 for the newer structures. Additionally, files based on the “new” format will 
add an extra byte to the end of every RGBQUAD structure, in order to align it on a 4-byte 
boundary.

In order to ensure that the cover file is a BMP, header information from cover file is 
read using the following code. We then check bitcount field in bmpi structure to ensure 
that the BMP image file is of 24 bit. Information read in the bmpi structure is used to get 
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Table 3   BMPFILEHEADER Structure
Field Bytes Description

typedef struct 
{
 char type[2]; 
 long size; 
 char reserved[4]; 
 long offbits; 
}bmpfileheader; 

Box 1 

BfType 2 Bitmap identifier. Must be ‘BM.’
BfSize 4 Can be set to 0 for uncompressed 

bitmaps, which is the kind we have.
BfReserved 2 Set to 0.
BfReserved 2 Set to 0.
BfOffbits 4 Specifies the location (in bytes) in 

the file of the image data. For our 
24-bit bitmaps, this will be size of 
(BMPFILEHEADER) + size of 
(BMPINFOHEADER). 

Table 4   BMPINFOHEADER Structure
Field Bytes Description

typedef struct 
{
 long size; 
 long width; 
 long int height; 
 int planes; 
 int bitcount; 
 long compression; 
 long sizeimage; 
 long xpm; 
 long ypm; 
 long colused; 
 long colimp; 
}bmpinfoheader; 

Box 2 

BiSize 4 T h i s  i s  t h e  s i z e  o f  t h e 
BMPINFOHEADER structure. 
Size of (BMPINFOHEADER).

BiWidth 4 The width of the bitmap, in pixels.
BiHeight 4 The height of the bitmap, in pixels.
BiPlanes 2 Set to 1.
BiBitCount 2 The bit depth of the bitmap. For 

8-bit bitmaps, this is 8.
BiCompression 4 Our bitmaps are uncompressed, so 

this field is set to 0.
BiSizeImage 4 The size of the padded image, in 

bytes. 
BiXPelsPerMeter 4 Horizontal resolution, pixels per 

meter, of device displaying bitmap. 
Not significant for us, thus set to 0.

BiYPelsPerMeter 4 Vertical resolution, in pixels per 
meter, of device displaying bitmap. 
Not significant for us, thus set to 0.

BiClrUsed 4 Indicates how many colors are in 
the palette.

BiClrImportant 4 Indicates how many colors are 
needed to display the bitmap. We 
set it to 0 as all colors are used.
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the image size so that embedding factor can be calculated. This also provides information 
about the number of extra (zero) bytes availability in the image. 

bmph = (bmpfileheader *) farcalloc (1,sizeof (bmpfileheader));

fread (bmph, sizeof (bmpfileheader), 1, fbmp);

bmpi = (bmpinfoheader *) farcalloc (1,sizeof (bmpinfoheader));

fread (bmpi, sizeof (bmpinfoheader), 1, fbmp);

Image_width = bmpi- > width;

Image_height = bmpi- > height;

extra_bytes_perline = 4 – ((Image_width*3) % 4); //% is C 

language operator for mod

Total_ extra_bytes_in_image = Image_hieght * extra_bytes_perline;

After computing the association (bipartite adjacency) between image data and text 
data we hide the relationship in the image. First, relationship related to the partial and 
explicit embedding, if there is any, is embedded in the extra byte. Number of extra bytes 
required is computed @ 5 bytes for partial embeddings of the form (C, j, x): 1 byte for C, 
2 bytes for j and 2 bytes for x. Similarly all explicit embeddings of the form (M, j, mj) is 
written in 4 bytes: 1 byte for M, 2 bytes for j and 1 byte for mj. If number of partial and 
explicit embeddings is > 1% of the total data units of text, then we discard the selected 
cover and go for new one. We have not found even a single case of such embeddings till 
now. Natural and cross matching suffices the need.

Process of embedding starts from bottom. Compute number of lines required to 
hold the required number of bytes. If T be the total bytes required for partial and explicit 
embeddings, then Number of lines in image required for this is given by

Number_of_lines_required = 

Randomly select first location where partial and explicit embeddings are to be written in 
ascending order of j. Skip to randomly selected line from bottom and then skip to (Image_
width * 3) bytes from left in a line and overwrite extra bytes with value to be embedded. 
Then every time skip (Image_width * 3) bytes from left in a line until all T bytes are 
written. Now to embed the relationships of natural and cross embeddings, we may explore 
one of the following two choices.

(i)	 Send the key through one channel and store the list of indexes obtained in previous 
section in the extra bytes of image and send it through another channel.
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(ii)	 Send the image through one channel as it is and send combination of keys and list of 
indexes compressed in a mutually known ways through another channel.

The 38 indices are then written in the extra bytes using option (i). The stego is shown 
in Figure 2(b). Alternatively, the 38 indices are packed into 10 long integers of 4 bytes (1st 
in LSB and 4th in MSB). For the last two bytes (39th and 40th) we use NULL bytes to 
complete the process. Finally 10 long integers, thus computed together with key (19, 4) is 
sent through another channel using option (ii).

In this paper, we have restricted our discussion to 24 bit BMP files only. The same 
concept can be extended to other BMP file format. A message of reasonable size of say 
500 characters, can very well be embedded in an image of size @ 800x800 24bit BMP 
having 3 extra bytes per lines. If x = 4, then there are 1,000 indices, each requiring 2 bytes. 
Thus a total of 2,000 extra bytes will be needed to embed using option (i) or alternatively 
500 long integers in a file can be send with key (500, 4) to retrieve the message at the 
recipient end. 

5. Extraction process

While retrieving information from the stego, we use the given key (L, x). We 
compute the length m 

= L*x bits =  bytes or characters.

Then we retrieve information about the image (stego) from its header using the structures 
defined in the previous section. The embedding factor k is determined from the size of 
message m and number of pixels in stego. Once basic information: length of message (m), 
embedding factor (k), size of stego in terms of number of pixels and number of extra bytes 
are computed, the addition modulo 2x of the every k data units of stego is calculated. Let 
the computed values in sequence are:

v1, v2, v3, … vL

Now suppose the retrieved (or received) sequences of indices be

d1, d2, d3, … dL

where 1 ≤ di ≤ L. Each di is an index number in the image (stego). Now values 

v1, v2, v3, … vL

are rearranged using indices 

d1, d2, d3, … dL
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as 

vd1, vd2, vd3, … vdL

Now depending upon the value of x, 8/x values are grouped together from left to right to 
form string of characters without punctuation marks and white spaces. Thus retrieval is 
easy when key (L, x) is known. 

6. Steganalysis

Most of the steganalysis techniques of images (Johnson & Jajodia, 1998b; Noto, 
2001) are basically based on the detection of statistical difference introduced in the cover 
due to embeddings. Anonymous (2001) provides detailed study as to how to improve 
privacy using steganography. This graph-theoretic approach to steganography is based on 
the idea of sustainable embedding that neither exchanges nor overwrites any color bits. 
Mathematically, it is established in the following theorem that almost 100% matching for 
numeric value of nibbles of text is found in the in array of values from image. No statistics 
related to color of the image are changed at all. Additionally, since there are absolutely no 
visual differences between cover and stego, therefore there is no way that anybody can 
guess presence of stego in any communication channel. Even statistical error values like 
average absolute difference, mean squared error, Lp-norm, Laplacian mean squared error, 
peak signal to noise ratio and histogram similarity have been found in the imperceptible 
(excellent) embedding range because there is no difference in cover and stego.

Theorem: Probability P(C) that a data unit of message is either naturally or cross matched 
in cover C is @ 1, when data unit size is 2 or 4.

Proof: Let x be the size of smallest data unit in message then x is one from {2, 4, 8}. If it 
is 2, then four possible decimal values of bit string x are from the set {0, 1, 2, 3}. In case, 
x = 4, this count is 16 and in case of x = 8, it is 256. Obviously, the number of decimal 
values for bit string of length x is 2x. Let Z be random variable indicating that a decimal 
value z out of 2x is equal to a randomly selected value from array IMAGE [L]. Then Z 
= 0, 1. If z is not equal to the randomly selected elements from IMAGE [L] then Z = 0 
otherwise it is 1. Now the probability that z is equal to randomly selected one of the L 
items in IMAGE is given by 
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and probability that it is not there is given by

Thus probability that a value z from TEXT is neither naturally matched with 
corresponding element in IMAGE nor cross matched with any element in IMAGE is 1 – 
P(C) and it is given by 

Therefore, 

For an array TEXT of reasonable size L = 100, P(C) @ 0.99999 if x = 2. Similarly P(C) @ 
0.99842 if x = 4, however P(C) @ 0.3239 if x = 8 which goes up to @ 0.980 for L = 1,000.

Let yT be the number of different possible decimal equivalent z in TEXT 
corresponding to chosen value x and yC be the corresponding number in IMAGE then 
following special cases arise. Note that in the example taken in the paper yT = 12 and yC = 
16.

Case 1: When yC = 2x, then irrespective of the value of yT P(C) = 1. Note that yT can be 2x 
at the maximum.

Case 2: When yT < 2x and yC < 2x but all different z in TEXT are also in IMAGE. Here 
again P(C) = 1.

Case 3: When yC < 2x. In this case possibly, $ z in TEXT such that z is not in IMAGE. 
The third step of the algorithm is used to find of partial embedding.

The probability of getting third case is < 0.001. Even in this rare situation the 
algorithm uses partial embedding techniques. No explicit bit from message is written 
anywhere in the cover and no color bit of cover is either overwritten or exchanged. 

A graph is constructed from the cover data and the secret message. A vertex in left of 
the bipartite graph corresponds to a smallest data unit of text and that in right corresponds 
to group (embedding factor) of data units from image (excluding extra byte). The L data 
units in left can match to a node in right in L! ways. The value of L depends on message 
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size and value of x. The same image may carry many messages just by changing the 
key (L, x). The situation when extra bytes need to be used has no effect on the statistics 
of the image color as these bytes do not participates in color patterns and are used just 
to maintain storage format of the file. In the absence of any knowledge about key and 
indices, any brute force approach is of order

(2x)L

for every guess of message size m. For a reasonable L = 100 and x = 4, it becomes of 
order 2400 even in the case of known stego. 

Therefore, it is statistically infeasible for steganalyst to detect presence of a message 
in cover. The strength of this steganographic scheme lies in the concept of “hiding without 
disturbing any color bits.” In case when image is destroyed by converting from one format 
to another, the relationship is lost. Thus an active hacker who wants to destroy the stego 
may destroy it but cannot retrieve message from it (Anderson & Petitcolas, 1998; Bender 
et al., 1996; Weiss, 1993). In order to overcome even this menace of destroying the stego, 
the communicating sites may maintain a list of cover images and instead of transmitting 
stego, only key and compressed indices may be exchanged using option (ii) of key exchange.

7. Conclusion

We have introduced a graph theoretic approach to steganography that retains all bits 
that participate in the color palette of image. The method is based on exploring maximum 
natural and cross embedding and then finding relationship that conveys the presence of 
message in cover without either replacing or exchanging any bits of cover. This way the 
algorithm achieves sustainability. Sustainable steganography can be described as a method 
of hiding such that no color bits are altered. Today various digital data formats are used 
in steganography. Most popular among them are bmp, doc, gif, jpeg, mp3, txt and wav 
because of the relative ease by which redundant or noisy data can be removed from them 
and replaced with a hidden message. 24bit BMP image taken as cover in this paper is just 
for illustration. Since every cover file is simply stream of bits, the same algorithm can 
be applied to any image/audio format with a little modification in finding zero bytes and 
header information. The technique used in this paper for natural embedding can be further 
improved by using variable embedding factor k for adjusting its value whenever maximum 
natural embedding is achieved.

Steganographic research is primarily driven by the lack of strength in the 
cryptographic systems on its own and the desire to have complete secrecy in an open-
systems environment. Redundancy is not always useless. A lot of research is required 
to evolve techniques to naturally embed message in digital cover media. It can be used 
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for the benefit of the society as well as for better administrative management by keeping 
any secret information secret and beyond the reach of spoiler by maintaining its utmost 
privacy. The rich resources of spatial data available under national spatial database project 
by many governments around the world may also be used for the purpose of steganography 
using graph-theoretic approach to steganography. “A successful steganography is one that 
neither disturbs nor replaces any useful bits of cover. A successful steganalysis is one that 
retrieves message from stego without any clue about it (Johnson et al., 2001).”
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