A Note On The Revised Simplex Method For Solving A Matrix Game

A NOTE ON THE REVISED SIMPLEX METHOD
FOR SOLVING A MATRIX GAME

Hwai-Nien Yang

Professor
Department of International Trade

1. INTRIDUCTION 1. INTRODUCTION

In the game of matching pennies, player row (R) chooses “heads” (H) or
“tails” (T). Player column (C), not knowing player R’s choice, also chooses (H)
or (T). If what they choose is alike, player C wins one dollar from player R; other-
wise, player R wins one dollar from player C. Obviously, each player has two
strategies “H”’ and “T”, and the payoff of this game is in form as follows:

Player C
H T
H , D (4, -1)
Pl R 1,1
At I TR L, D (b

where the sum of each ordered pair is zero, called zero-sum game. Hence, there
are one payoff matrix A to player R and another payoff matrix B to player C,

- 1 -1
A= [i _i] and B=[_1 1] (1,2)

For the zero-sum case, A =-B (1, p. 352), anything won by one player is lost by
another and the payoff matrix A, called a matrix game, can be used to explain
player C’s winnings as negative and losses as positive payoff. If the sum of at least
one ordered pair (1,1) is not zero, called the nonzerosum case, the two payoff
matrices A and B are independent.

Consider a game (two-person, player R and player C, and zero-sum with a
finite number of strategies) with an m by n payoff matrix A = (aij) (m, n)
Suppose player R chooses the ith strategy or ith row of A and player C the jth
strategy or jth column of A, player C is to pay player R an amount ay;- Since this
game is zero-sum, the payoff to player C is ('aij)° Player R is trying to make 3y,
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as large as possible, hence, called the maximum player, whereas player C on the
other hand wants to be ('aij) as large as possible or a;; as small as possible, henc,
called the minimum player.

To solve a matrix game, it is provided that player will want to maximize his
expected minimum winnings and player C to minimize his expected maximum
. losses. Thus we have the minimax or maximin theorem (2, P. 635). Hence, it is
defined in the form as follows:

Player C
_ yl y2 [ yj [P yn N .
XI all 312 v .. alj e aln m}n alj
X2 a21 322 .o 32] e s 32n mjin a2J
X3 a31 332 v a3j .. a3n mln a3]
i
Player R | (1,3)
Xi ail ai2 e aij .o ain m-‘in aij m?x m]jn aij
Xm L aml am2 > .. amJ “« v e aan mln amJ
mlax aﬂ mlax 812 mlax al_] mflx ain
min max a;
] I Y

Now for any strategy i which player R may choose, no matter what strategy
player C chooses, he can be sure to get the expected minimum payoff, m}n a;.
As player is at liberty to choose i, he will therefore want to maximize his expected

minimum winnings that is to get at least.
max min a; (1,4)

Similarly, for any strategy j which player C may choose, no matter what
strategy Player R chooses, he can be sure to get the expected minimum payoff,
mljn (—aij), or; equivalently, to lose his expected maximum payoff, max 3;-
[min (—aij) =—max aij] As player C is at liberty to choose J, he will therefore want

to rhinimize his expected maximum losses or to pay player R at most,

m]in max a;. (1,5)

In general, the two quantities (1,4) and (1,5) might be diiferent but would
satisfy the following relationship (3, P. 117).
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i < i ..
max m]m 3 < me max a;; (1,6)

Example 1. Suppose the game is such that its payoff matrix A = (aij) (3,4)
is given by

Player C
2 3 4 -1 | mjnag, =1
Player R -2 5 -3 -1 | mjna,; =-3
4 1 3 2 m'ﬁn azy = 1
M2X a3) M3X 3y mMaxXa;3 max ag,
=4 =5 =4 =2

then mgx mi2n azy = 1and min m3x azy = 2. In this game, player R can get at least
1 from player C and player C may pay player R at most 2; therefore player R will
try to get more that 1 and player C to lose 2, or, equivalently, player R would win
his expected payoff between 1 and 2.

If the relationship (1, 6) happens to be an equality:

max m}n a; = mjm max 3 =V, (1,7
player R could choose a strategy so as to get at least the common value V and player
C employs a strategy to lose at most V. For this case, there are two strategies i’
and j' for player R and player C such that for all j and i respectively

4y < ayp < ajj, (1,8)

where aj;r= V is called the value of the matrix game A = [aij] (m,n) to player R from
player C. The strategies i’ and j' are called their optimal strategies (soution to the
matrix game) and also named a saddle point (i' j').

Exaple 2. The game, given by the payoff matrix A = [aij] (3, 4)

Player C
2 -2 4 -1 mizn ajp =2
Player R -2 5 -3 -1 mgn ay3 =73
4 6 3 2 min agy = 2
mgx a3y M@x azy mMaxa;3 MX agy
=4 =6 =4 =2
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has a saddle point (i’, j°) = (3, 4) because mgx min agy = mgl mgx a3y = 2. Itisclear
that player R can get his expected payoff from player C at least 2 whereas player
C can keep what player R would get from exceeding 2. The strategies i' = 3 and
j' = 4 are the optimal solution for the matrix game A = [aij](3,4) and its value is 2.

If a matrix game has a saddle point, it will be solved as in example 2; otherwise,

as in exmaple 1 it is not.

2. TO REDUCE A MATRIX GAME TO A PROBLEM
OF LINEAR PROGRAMMING

To solve a matrix game A = [a ](m n) which has no saddle point is equi-
valent to solving a porblem of linear programming and therefore, a matrix game
can be converted into a problem of linear programming (4, P. 252, and 5, P. 409).
Let the m by 1 probability column vector XT = (x] X5 X5 .. . X, ) be player
R’s mixed strategy, where 21 X; =1, x; 2 0 for all i and the n by 1 probability
column vector YT = (y; ¥ ¥3 - ¥j - .. ¥,) be player C’s mixed strategy, where
ZI 1 Yi =1, Y > 0 forallj If player C chooses strategies Y G=1,2,3,.. n)and
player R takes the mixed strategy XT = (X] X5 X3 ... Xg ... X)), then player R can
get the expected payoff, 2 alJ ;» for allj, that is at least the game value V. Hence,
the following equations are obtamed

x1+ x2+ x3+..+ Xnm =
ap Xy *ay Xy tag xg .ot agx, 2V (2,1)
319Xt ayXy tagoXg t...tagHx 2V
a13%X) + 253Xy +oagaXg *...4ap xSV
Xy tay X, tag xg + ...+ amnxm>V
which is equivalent to the matrix form
Ty =

ATX 24V,
where a and B are respectively the n by 1 and the m by 1 matrices with ones.

Similarly, if player R chooses strategies x; =1, 2,3, .., m), and player C
takes the mixed strategy yT = (y; ¥p ¥3 - Yj e y,), then he will pay player R’s

_ 4 -
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expected payoff él 3;Yy» for all i, that is at most the game value V. Hence, the
following equations are obtained

y; + y, + y3 t ... F Yo =
ap ¥y t a5y, tajzyy ... +ta,yn <V
1Y1 *agYy T azyy ... tayy, SV (2.3)
a31yy t azpyy tazgyy t... +oagy, <V
amYy t ama¥y t a3yt ...ty SV

which is equivalent to the matrix form

Ty =
a'Y=1
2.4
AY < gV. (2:4)
From (2,1), player R will want to maximize V or equivalently, to minimize
v and from (2, 3), player C to minimize V or to maximize l,_ Let p; = {1,- x; for
all i be the components of the column vector pT =(py Py P3 ... P; - Py) and q
= -\-1/- Yij for all j the components of the column fector QT =(q; 9, 43 - q; --- q,),
then the equations (2, 1) and (2, 3) can respectively be converted into the follow-
ing problems of linear programming (5, P. 409).
Minimize 1= pp t Py tpy3t...tp,

Subject to ap Pyt ay Pyt a3 P3y 4 an 1Py =1

ajoP1 % 25,0 % a3op3t ...t A ,p 2]
aj3pyt ay3pyt a33pzt ...t ap3p, >1 2,5)
alnpl + a2np2+ a3np3+ P .+ a
p; >0, for all i,
and Maximize -{,—= q taq, taqz3 +...%+q,
Subject to a;19;t aj5ay *a;3q3 t+... 4 3nd, <1
ay19; % a5,Qy + a53q3 t+ ...+ ay,q, <I
a31q;+ a3,0qy *+ az3q3 *t ...+ a3,q, <1 (2,6)

qj> 0, forallj.
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By using simplex method (algorithm), the optimal solutions to these two pro-
blems, (2, 5) and (2, 6), can be solved and they are precisely in the dual forms
according to the dliality theorem (6, P. 219). If its value V is zero or negative,
these two problems can not be defined and obviously, the value, V, must be positive.
Hence, the objective of this note is to modify the problem of linear programming
and revise the simplex method so as to find the optimal solution for the matrix
game no matter whether the game value, V, is positive, zero, or negative.

3.. RESULTS

Because player R wants to maximize V and player C to minimize V, the
problems (2, 1) and (2, 3) can be defined respectively as follows:

Maximize f (Xl’ Koy X3y ey X V=V
—a12X) ~8y%p " A3pXg == Ay Xy + VSO
—al3x1—a23x2— a33X3 ... am3xm +V<0 (3,1)
_alnxl ‘aan2 —a3nX3 b amnxm + V<O
Xy + x2+ X3 +...+ X =

x; 2 0, for alli and V unrestricted in sign,

or Maximize v
Xubjectto -ATX + oV<0 (3,2)
gTx =1

X 2> 0 and V unrestricted in sign,

and Minimize g8(¥1:Y2, V35 - ¥, V) =V
Subject to ap vyt appy,toajgyst oty -V <0
a1Y1t ap¥t ay3y3t ot 2,y - V<0
a31Y1 % a3,¥p+ a33y3t .t a3y, - V<O (3,3)

amy1t ap vy tagsystota y -V<O

y1+v y2+ y3+...+ Y =1

yj 2 0, for all j and V unrestricted in sign,
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or Minimize V
Subject to AY-8V<O0
aTY =1
Y >0 and V unrestricted in sign. (3,4)

The problems (3, 2) and (3, 4) are degenerated from the bimatrix game
(nonzero-sum case).

By using simplex method, the n+1 non-negative variables, u > 0&k=1,2,3, ..,
n, n+1), usually called slack variables, must be introduced to change (3, 1) into the
following form

maximize f(xl, Xy, X35 coes Xis oons
Subject to
—al 1 Xi—a2 1 x2 ..."ai

X V=V
1% -~ 8n1Xm +V+ u = 0

L T2 T T TmiTm ] (3.5)

x1+ x2...+ Xi'“+ X +u
X; = 0 foralli, Uy > - for all k and V unrestricted in sign.

From (3, 5), the simplex matrix of the matrix game A = [a,ij ](m n) is defined
as follows:

Xp X X; Xm A% up U, uj u; o upgg -
-312-322 .. ‘ai2 . "'amz 1 0 1 . 0 0 0 0
Y P (3,6)
ap; =2y, -3y A 1 0 0 1 0 0 0
-a1,-d5, -4, —amnl 0 0 0 1 0 0
1 1 1 1 0|0 O 0 0 1
0 o 0 0 1]0 0 0 o ol f)
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Before applying the simplex method (6, P. 205) to find the optimal solution of
the maximum problem (3, 5), the simplex matrix (3, 6) must be adjusted, and thus,
we must make clear three things as follows:

1) The non-basic variable V must first be made basic instead of being one
among the basic variables ., k=1, 2, 3,..,n

2) The basic variable u +1 must first be made non-basic instead of being one
among the non-basic variables x,1=1,2,3,.

3) After (1) and (2), all elements in the last column of the adjusted matrix
(3, 7) must be non-negative except the jth element and the last one.

From (1, 4), let 3; be the player R’s expected maximizing minimum payoff,
then he wants to maximize V starting from ay; . Hence, (1), V becomes basic instead
of Y and (2), LI becomes non-basic mstead of X;- The matrix (3, 6) can be
adjusted by using elementary matrix row operations and we obtain

X1 X o X o X Vooupou, L e uy oy -

by by 0 b O L0 -l 0 aga e

blz b22 O aes bm2 0 0 ]. “es —1 ses 0 aiz— l_] alz_alj

....................... e e e (3,7)

d; d, 0 dy 110 0o .. 1 .. 3 |ay

bln bzn “os 0 e bmn 0 0 0 e ‘1 “es 1 am—au am—au

1 1 o1 o1 00 o .. 0 .. o0 | 1

—dl -dz .ee 0 aee "‘dm O O 0 ces "'1 ves 0 "alJ f"au J

where dS = 35— 2 and bst = asj_ast"aij
n,t#j).

(3) All elements, 3y - ay; = 0,(t-1,2,3,..,n,t#j)in the last column of the
matrix (3, 7) must be non negatlve except the _]th element, > B4 and the last one, f-
3js because 3; is the minimum payoff in the ith row of the matrix game A = [a ]
(m n) It is clear that we have a baisc feasible solution x;=1, V= 3;; and uy=a;,

(t 1, 2, 3,..,n,t#j), to start the simplex algorlthm in finding the opt1mal
solutlon of the matrix game.

Example 3. Find the game value and the optimal solutions (strategies) for
each player as in example 2, where the matrix game A = [a., ](3 4) is as below:

ta, (s=1,2,3,..,m,s#iandt=1, 2, 3, .
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Player C
i Y2 ¥3 Y4
X 2 3 4 -1
Player R Xy -2 5 =3 4
X3 4 1 3 2

From (3, 1), the matrix game can be converted into a problem of linear pro-
gramming as follows:

Maximize f=v
Subject to —2x1 + 2x2 —4x3 +V
—-3x; - 5x2— X3 +
“4x; + 3x2 —3x3 +
X+ X,- 2x3 +
Xt Xt x;
Xy >O,x2>0,x3>

< <<
nmANNANNA

0
0
0
0
1
0 and V unrestricted in sign.

After introducing 5 non-negative variables Uy, Uy, U3,ly, Ug, to this problem,
we obtain

Maximize f=V
Subject to —2x1 + 2x2 —4x3 +V+ u; =0
—3x1—5x2—x3 +V +u, =0
—4x1 +3x2—3x3 +V +u, =0
X+ Xy —2x3 + tu, =0
x1+ x2+x3 +u5=l

and from (3, 6), we have

R BN R
-3 -5 -1 1l0 1 o o0 o0]o
-4 3 -3 1l0 0 1 0 0]o0
I 1 2 1]0 o o 1 0o
Il 1 1 0]l0o o0 o0 o 1]1
O 0 0 1]0 0 0 0 o0 fJ
~N

matrix 1
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From example 1, player R can get his expected payoff at least azy = 1, and it
is the minimum payoff in the third row of the game matrix A; therefore the non-
basic variable V must be made basic instead of being the basic variable U, and the
basic variable ug made non-basic instead of being the non-basic variable X3. Accord-
ing to the matrix (3, 7), the matrix 1 can be adjusted as follows:

/xl Xy X3 \% u; Uy, uz uy ug -
4 10 0 0|1 -1 0 0 3|3 |3/10
-2 -4 0 1/0 1 0 0 1]1
1 10 0 0{0 -1 1 O 2[2 |15
5 Mo 00 -1 0 1 1|1 |17«
1 1 1 oflo 0 0 0 1]1
2 470 o]0 -1 0 0 - -1
matrix 2

According to the simplex method, as the non-basic variable Xy becomes basic
instead of being the basic variable u, and by using elementary matrix row opera-
tions, we have

X; Xy X3 A\ Uy Uy uy Uy U
-
‘—2%0001%0‘1—21—%—1%W
$0 0 1lo 30 34/
%0 0 olo F 1 % 3 4
s L 1 1| 1
;100070777
2 0 1 1 -1 6| 6
S IR A B 2T
K70000707—7“—7
N ~
matrix 3

Matrix 3 is terminal because all its elements at the bottom row are non-positive

except the us column. It is clear thar the optimal solution will be f-1L =0 or
f= —17-1-and the basic feasible solution Xy =%, X3 = 7 and V = 17—1 , and playez R there-
fore will use the optimal mixed strategy with probability vector XT = (x1 X5 x3)
=@ —%— —,6,— ) and get the expected maximum payoff V = —17i Due to the duality
theorem, player C should be expected to use the optimal mixed strategy with
probability vector YT = (v, Y5 Y3 ¥4)=-(0 ;73- 0 ;.?—)=(0 —3— 0 —;—) and the game

value V isl—71 .

~ 10 —
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Example 4. Find the opﬁmal strategies for each player, the value of the
matrix game A = [aij](3, 4) being as follows:
Player C
Yi Yy V3 Y4
x| 0 2 -2 0]-2

Player R Xy [-3 0 4 1 |-3
X313 -4 0 -2)-4
3 2 4 1

From (1, 1), we have max mgn a;3 =-2 and m}n mgx a,54=1 but from (I, 6),
the game value V is in the interval-2 < V< 1.
From (3, 1), we have th problem of linear programming as this:

Maximize f=V
Subject to 3x2 —3x3 + V<0
—2x1 + 4x3 +V <0
2x1-4x2 + V<0
- Xyt 2x3 + V<0
=1

Xy + x2 + x3
x| 2 0, Xy = 0, X4 = 0, and V unrestricted in sign
After introducing 5 non-negative vriables, Uy, Uy, Uz, Uy, Ug, tO this problem,
we are to solve
Maximize f=V

Subject to 3x5 - 3%3 +V+u1 =0
—2X1 +4X3 +V +U2 = 0

—2x2 +2x3+V +tuy =0

x1+x2+x3 +u5=1

and from (3, 6), the simplex matrix can be obtained as follows:

(Xl Xy X3 \'% Up Uy uz uy ug -
0 3 -3 1 1 0 0 0O o] 0.
-2 0 4 1 0 1 0O 0 oo
2 -4 0 1 0 O 1 0O 0] 0
0 -1 2 1 0 0 o0 1 0,0
1 1 1 0,0 O 0 O 1 1
L0 0 0 1 0 0 0 ¢ 01l f

matrix.]

— 11 -
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Player R can get his expected payoff at least a, 5 =-2 as indicated above, and
thus, the non-basic variable V must become basic in stead of being u,, and the basic
variable us must become non-basic instead of being x;. According to the matrix
(3, 7), we have

Xy Xy Xy \' U Uy U3 Uy ug -

(0 ® -1 01 0 -1 0 2| 2 J2/9«
0O 8 8 0|0 1. -1 0 4] 4 |12
0 -6 -2 1|0 0 1 0 -2|-2
0 5 4 0/{0 0 -1 1 2| 2 2/5
1 1 1 o0fo0 o0 o0 0 1] 1 |

L0 61 2 ol o o -1 0 2]f+2

matrix 2

From the simplex algorithm, we obtain the following sequence of matrices:

/Xl Xy X3 \" U Uy Uy oy ug -
o 1 F ojt o % o 2|2
o o % ol 1 F o BB
oo-—gl_sg_ojo-_é—_é_
S A S A 1 4 e
'g' 9 3 972
0 0 3T o[z 0 % 0 i+
matrix 3
_Xp Xy X3 V oy u uz Uy ug -
0 10 ot o g o By
0 0 0o o5 1 3} %0 20 2
00011}4?07%3_‘1*%%
0 0 1 oj4 0 #4222
10004—%01%—1}%%%%%
o 0 0 oNf 0w # Al
matrix 4
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Matrix 4 is terminal because all its elements at the bottom are ncnpos1t1ve
except the us column. It is clear that the optimal solutlon f + -4—? Corf= ——

and the basic feasible solution X, = -ﬁ» -i-? X3 = land V= —— Player R w1ll
therefore use the the mixed optimal strategy with probability vector X = (X X,
x3) = (T ‘11‘1) ) and get the maximum expected payoff V = 41 or lose the

minimum expected payoff —5- to player C. Due to the duality theorem, player C
will be ecpected to use the optxmal mixed strategy with probability vector YT =

-14 3 24 3 2 -
ey 2l a1 (41 ‘21 ar) and the game valuersZI-

4. REMARKS

(1) If the value V of a matrix game is zero or negative, its problems of linear
programming (2, 5) and (2, 6) are not defined. In general, if a matrix game has
at least one row with all positive elements, its value V is positive (7. P. 275). Hence,
a positive constant can be added to each element of the matrix game to change it
into positive value while each player strategy is not affected by this change though
its value V will certainly be (2, P. 643, and 5, P. 408). From the relationship (1, 6),
the value of a matrix game A = [a ](m 1) is in the interval max mm aJ <V mm
max a.. and it is clear that the mterval of V can be modified by the transformatlon

ij
through adding a positive constant, k, to each one of this interval, max min a;. +

k < V +k < min max 3y +k to make sure y + k being in the posmve i’nterl\;al

Example 5. From example 4, the game value V is in the interval-2 < V< 1
and it can be changed into-2 + 3 < V + 3 < 1 + 3 by adding a positive constant
3 to each. Hence, the matrix game A = [aij]‘(3 4) can be changed into the matrix

game A1 = [aij + 3](3,4)_

or
Player C
Y1 Y9 Y3 Y4
Xq 3 5 1 3
Player R Xy 0 3 7 4
X3 6 -1 3 1

Let V/ = V + 3 be the value of the matrix game A,, V' is in the interval 1
< V' < 4. From (2, 6), the problem of linear programming can be obtained as
follows:

— 13 -
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Maximize -%,-, = qpt qpt g3t q4
Subject to 3qy +5q,+ q3 + 3q4 <1
3q, +7q3 t4q, < 1
6q;- 4, *t3q3t+ q4 <1

q1>09q2>0,q3>0,andq4>0,

By introducing 3 non-negative variables v, < 0, vy 0, and V3 > 0, the
following simplex matrix can be obtained

qQ 49 4q3 94 Vi V2 V3

3 5 1 3|1 0 o011

0 3 7 0 1 0 1

6 -1 3 1]/0 0 1]1

1 1 1 1]0o o of L
matrix 1

The non-basic variable q, maust first be made basic instead of being the basic
variable \D) because player C wants to minimize his expected maximum payoff to
player R at most 4. Hence, the pivot is 4 by using elementary matrix row opera-
tions, we have

el
—

el
[\

Q
w

a4

\

<
—_

<
(RN

<
w

G 42 o1 3 o+ e
3 1 1
0 3 4 1|0 5 07
6 =2 = oo =% 1| F (118
1 -3 -1 L_1
13 F oo F oo|vg
matrix 2

From the simplex algorithm, we obtain the following sequence of matrices:

~ 14 —
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q ;112 Q3 9, v V2 V3
Al -17 1 -1 1
S B I
L 1
0 4 4 1|0 L ol 1y
o-l?‘@o-z%l—}[m%—
=8 _8 -1 1 1
0 33 1 0% o0 ofv-+
matrix 3
4 93 493 d V7 V2 V3
1 100 g 5.5 _28 _17|_14
lgg I}Z 11'17 117 117
=7 8
O B O
= = 1
e i ik
= =23 10 -811 _ 41
0 'IT‘TO 0 117 117 117\~ 117
matrix 4
Matrix 4 is terminal and the optimal solut1on V'—% =QorV' “l}g and the
vector Q = (ql a4, q3 q4) =( 14 0 ,; » 39 ) and due to the duahty theorem the
vector BT =@y p, p3) =« 713 119 = (5 1 9. For the matrix

game A, player'C has the mixed optimal stategy with the probability vector YT=

V1 Yay3¥9)=V'(ay 95493 9) = (% 331 %) ; player R has the mixed

optimal startegy with probability vector X1 = (X] X5 X3) = V' (py Py P3) = (23
%% 4? ); and the game value Vis V' - 3 = zg which are all being the same solutlon
as indicated in example 4 above.

(2) By using this result to find the optimal solution for a matrix game, the last
column and the last row of the simplex matrix (3, 7) can be omitted to simplify
the matrix form. This can be done because the last two columns are identical and
the last row and the pivot row of V have opposite signs. From example 4, through
the last column and the last row are omitted, the algorithmic steps and the optimal
solution are not affected. It can be clearly seen that the problems of linear pro-
gramming (3, 1) and (3, 3) of a matrix game are more efficient than the problems
of linear programming (2, 5) and (2, 6).

15 —
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