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ABSTRACT

RSVP is a resource reservation setup proto-
col that can be used by a host to request specific
QoS for multicast multimedia flows on the
Internet, Multiprotocol label switching (MPLS)
architecture [1] also needs RSVP [2, 3]. It is
noted that the resolutions of the display system
used in different receiver nodes might be differ-
ent, multi-resolution characteristic is supported
in MPEG-4 standard, and the EZW compres-
sion algorithm can cease decoding at any point
in the bitstream. However, RSVP does not pro-
vide a more flexible mechanism. In this article
we propose an extension of RSVP to provide
the needed mechanism, coined Dynamic RSVP
(DRSVP), to dynamically adjust reserved
resources on nodes without much effort. It pro-
vides different video resolutions to different
receiver nodes with different needed reserved
resources. Therefore, it does not waste precious
Internet resources to transmit unnecessary mul-
timedia packets.

INTRODUCTION

In 1993, the Resource Reservation Protocol
(RSVP) was first proposed [4]. Due to its useful-
ness and attraction, many efforts had been spent
on it; the Internet Engineering Task Force
(IETF) had standardized the RSVP as Request
for Comments (RFC) 2205, released in 1997 [5].
In order to provide specific quality of service
{QoS), RSVP plays a crucial role. Obviously, its
wide acceptance on the Internet has been
achieved. RSVP [5] can be used by a host to
request specific QoS from the network for multi-
cast multimedia flows on the Internet [4, 6].
Both multiprotocol label switching (MPLS) and
generalized MPLS (GMPLS) architectures [1, 7]
also needs RSVP [2, 3] to establish the label-
switched paths (LS8Ps). In order to guarantee
specific QoS, required resources can be reserved

- by using RSVP. However, the RSVP cannot pro-

vide a more flexible resource reservation mecha-
nism.

It is reasonable that a variety of end systems
with different display devices will be used on the
future multimedia-oriented Internet. IP mobility
is going to emphasize the end-to-end band-
width-sensitive issue of multimedia transmission.

Considering the multicast multimedia services
on the Internet, it is noted that the resolutions
of the display systems used in different receiver
nodes might be considerably different. There-
fore, the guaranteed resources that need to be
reserved might be remarkably different. In gen-
eral, the sender node encodes the video source
in MPEG formatted packets, and transmits
them to the receiver node(s) on the Internet.
When receiving these video packets, the receiv-
er node decodes them and displays them accord-
ing to its own allowable resolution. If the display
system used in receiver node cannot support the
resolution, used in the encoding of video, the
transmission process wastes precious Internet
resources.

MPEG-4 is the international standard com-
pression format used to encode video sources.
Currently, it is widely used in the world. One’
important characteristic of MPEG-4 is its sup-
port of multiresolution {8, 9]. Another is the
scalable coding of video [8, 9], which means that
an MPEG-4 bitstream has different traffic load-
ing, and the needed resource is different. Its
compression algorithm has made a lot of
progress in image transmission. Also, the
Embedded Zerotree Wavelet algorithm (EZW)
[10], which can cease decoding at any point in
the bitstream and still generate exactly the same
image encoded at the bit rate corresponding to
the truncated bitstream, is provided. Therefore,
it is important to give a bandwidth range for
transmitting a video bitstream, and a more flexi-
ble resource reservation mechanism is much
needed.

The main purpose of this article is to pro-
pose an extension on RSVP defined in [5],
called Dynamic RSVP (DRSVP), which can
provide different reserved resources needed by
different video resolutions to different receiver
nodes. It does not waste precious resources on
the Internet to transmit unnecessary video
packets. Especially, it provides a more flexible
mechanism to dynamically adjust the reserved
resources on nodes, including receiver node(s),
sender node and intermediate node(s) along
the reserved path. The efforts spent in this
dynamic adjustment are very few, because
each node just notifies the previous hop and
next hop(s) in the reserved path if it wants to
make a change.
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The rest of this article is organized as follows.
In the following section we overview the DRSVP
model with its characteristics, Next, we describe
the dynamic reservation mechanism in two cases.
One is the setup process, and the other is the
modify process, when the dynamic reservation
request is achieved successfully. We then provide
one complete example to illustrate the setup
process and the adjustment in the modify pro-
cess. Finally, conclusions and further research
directions are made to our proposed dynamic
reservation model and mechanism for MPEG-4-
based video networking.

THE DRSVP MODEL

The DRSVP model is illustrated in Fig. 1. In the
model, a DRSVP reservation request is passed
to two decision modules — admission control
and policy control, where admission control
determines whether this node has sufficient
available resource to support the request, and
policy control determines whether the user has
sufficient privilege to make this reservation. If
both'decisions are positive, the corresponding
parameters of DRSVP are set. The dynamic
classifier module determines the QoS class and
dynamically detects the allowable maximum QoS
class for each packet in the host or router. If the
change of allowable maximum QoS class is
detected, it will signal the DRSVP process mod-
ule. The packet scheduler achieves the promised
QoS. As described in [5], DRSVP also defines a
session as a data flow with a particular destina-
tion and transport-layer protocol. Each session is
treated independently by DRSVP. A DRSVP
session is defined as (DestAddress, ProtocollD,
[DstPort]), where DestAddress denotes the des-
tination address, ProtocolID denotes IP protocol
ID, and DstPort denotes the destination port
number.

An elementary DRSVP reservation request
consists of flewspec and filter spec, called flow
descriptor. The flowspec specifies the range of
desired QoS, represented by (Qppae. Qugin) SYm-
bolically, where Qypg,y denotes the maximum

QoS needed, Qpin the minimum, Both Qpay and
Quiin are deduced from [11] to compute the min-
imum MTU. On the other hand, the characteris-
tics of filter spec are the same as those in [5],
which define the set of data packets to receive
the QoS range defined by the flowspec. The
DRSVP is divided into two processes, the sefup
process and modify process. In the setup process,
DRSVP messages carrying reservation requests-
at receivers are transmitted upstream to the
sender hop by hop. During upstream transmiis-
sion, at each intermediate node a reservation
request triggers two general actions similar to
those in [5].

Step 1.-Make a Reservation on a Link —
The DRSVP request is passed to the admission’
control and policy control modules. These two
modules examine whether the reservation
request can be accepied and trigger step 2, or is
rejected and returns an error message.

Step 2. Forward the Request Upstream —
If step 14s successful, the reservation request is
transmitted upstream continuously to the sender.
Before doing this, the reservations from differ-
ent downstream branches of multicasting tree(s)
through this node must be merged into one
reservation request. During the merging process,
with admission control and policy control in step
1, the flowspec may be modified and transmit-
ted.

On the other hand, the modify process is
used in three conditions, when the setup process
of a DRSVP request is successful. Each interme-
diate node in the DRSVP reservation path will
adjust its reserved usable QoS by applying the
modify process. These three conditions are dis-
cussed below.

Condition 1. The Traffi¢c Loading in This
Intermediate Node Changes — This means
that the available resources are smaller or larger.
In this process, the intermediate node evaluates
the current usable QoS, Qney and compares
Qpew With the used QoS. If they are different
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and Qyey falls in the range of (Qpgar, Opsin)s the
used QaS will be refreshed in the intermediate
node. Otherwise, this intermediate node trigpers
one request to the next hop to refresh the used
QoS. It also triggers one request to the previous
hop to refresh the used QoS.

Condition 2. Refresh Request from the

.Next Hop — After receiving the refresh request,

the intermediate node passes the request to the
admission control and policy control modules to
decide whether it will refresh the used QoS and
send this request upstream. On the other hand,
if the intermediate node refreshes the used QoS,
it will return a successful message, and send the
refreshed QoS to the other nodes in the multi-
casting tree branch.

Condition 3. Refresh Request from the Pre-
vious Hop — After receiving the refresh
request, the intermediate node passes the
request to the admission control and policy con-
trol modules to decide whether it will refresh the
used QoS. If it does, the intermediate node
transmits the refreshed QoS downstream to the
nodes in the multicasting tree branch,

From [3], the reservation styles can be divid-
ed into three kinds: wildcard filter (WF), fixed

fifter (FF), and shared explicit {SE). Symbolical-

ly, WF, FF, and SE style reservation requests are
represented as follows:

WF (* {OMax, QMin} )
FF (Sl {QlMax,! QlMin}’
S2 {Q2max> Q2nin}, )
SE ((81, S2; ...) {QmMax, Qmin} )

DRSVP MECHANISMS

There are five fundamental DRSVP message
types: Resv, Path, Refresh, RefreshReq, and Refre—
shAck. Each receiver node sends the reservation
request Resv upstream to the sender node. After
receiving a Resv message, the sender node
acknowledges a Path message downstream to the
receiver node. The characteristics and contents
of Resv and Path messages are similar to those
in [5]. Both Resv and Path messages are used
during the setup process. If any intermediate
node detects the change of maximum usable
QoS when the reservation is already established
in the setup process,” it will send a Refresh or
RefreshReq message to the next hop(s) and pre-
vious hop. After any intermediate node receives
a RefreshReq message from the next hop, it
sends a RefreshAck message back if allowed.
We discuss the setup process and modify process
below.

SETuP PROCESS

If multiple reservation requests from different
next hops for the same session and with the
same filter spec enter the same intermediate
node, these DRSVP requests will be merged in
one DRSVP request. The intermediate node
will signal only one DRSVP request to the
previous hop(s) in the setup process. It is
noted that all Qpys are the same in the same
session, but Qs may be different. From the
classification of reservation style, each merg-
ing process is described as follows. For sim-
plicity, the router configuration is 2 x 2 as
shown in Fig. 2,

WF Style — Figure 3 shows the merging process
of WF style reservation. During the merging -
process, separate reservation requests are
merged in one reservation request for each
upstream sender. Two distinct upstream reserva-
tion requests are issued, and the effective
flowspec is calculated in Fig, 3.

FF Style — Figure 4 shows the merging process
of FF style reservation. There is a separate
reservation request for each requested source

WE {* {Max(Q1 a0 Q2maxd Qutint )

WF { *{Q1 Maxs QMin})

WE (* {Max(Qtmag Q2mar): Quiin} } Router WF (* {Q2.0 Quiin} )
N Figure 3. WF style reservation.
e
FF {51 {Max(Q1 pax. Q3paae)- Qutin} } FF (51 {Q1paw Quin}r 52 {Q2pax Quain} )
Router

FF (52 {QVmax Quiind 53 {Q4max, Quain} )

FF ( 31 {QBMax' QM‘ln}l 53 {Q4Max' QM'm} )

W Figure 4: FF style reservation.
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SE ( 51 {Max‘Q1Max- QZMax)- QMin} )

SE ((51, 52} {Q1 pax Qind !}

i Router
SE ( (52, 53) {Max(Q pmae Q20ads Dnain} ) SE ({51, 52, 53} {02ua0 Qutin} )
B Figure 5. SE siyle réservérion.
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W Figure 6. One complete DRSVP reservation request example from one single source node to three differ-

ent receiver nodes.

for each outgoing interface. Suppose the previ-
ous hop of 82 and 53 is b. During the merging
process, the flow descriptors of S2 and S3 are
packed (mot merged) into one reservation
request and forwarded to b. On the other hand,
these two reservation requests for sender 81 are
merged in one reservation request, and the
effective flowspec is calculated in Fig. 4.

SE Style — Figure 5 shows the merging process
of SE style reservation. We also assume that the
previous hop of $2 and 83 is b. During the merg-
ing process, the filter spec is the union of the
original filter specs, and Oy, of the effective
flowspec is the maximum Qjy,, of requested
flowspecs.

THe MoODIFY PROCESS

Being in the modify process means that the
reservation request in the setup process has been
established successfully. All hosts and routers
along the reservation path monitor the traffic
loading and adjust the available resources
dynamically. The possible situations can be clas-
sified into two cases: the available resource is
smaller, and the available resource is larger.

The Available Resource Is Smaller — When
one node detects that the available resource is
smaller, it will adjust its reserved QoS and send
a Refresh message downstream and upstream to
the nodes, whose reserved QoS is larger, along
the DRSVP reservation path. Each node receiv-
ing a Refresh message will refresh its reserved
QoS and continuously forward this Refresh mes-
sage upstream or downstream to the ncdes
whose reserved QoS is larger.

The Available Resource Is Larger — When
one node detects that the available resource is
larger, the situation becomes more complex.
First, this node initiates a RefreshReq message
upstream to the previous node to request the
larger QoS. This process is similar to the setup
process. However, if the new QoS request is
not larger than the reserved QoS in the previ-
ous node, this previous node will pass the
request to the admission control and policy
control modules, and not forward it upstream.
Based on the result of the examination by these
two modules, the previous node will return a
success or error message through a RefreshAck
message. :

~ A DRSVP EXAMPLE

Figure 6 shows one example of one single source
node to three different receiver nodes. Because
DRSVP is a receiver-oriented request protocol,
similar to RSVP [5], R}, R, and Rj will initiate
an FF style DRSVP request. Since the display
systems used in Ry, R,, and Rj3 may be differ-
ent, the maximum QoSs needed are different.

- Assume that the maximum QoSs needed for Ry,

R,, and Ry are 2B, 4B, and 38, respectively,
where B is some base resource quantity unit
similar to that used in [5]. Suppose all of the
routers along the transmission path (e.g., routers
1, 2, 3, 4 and 5) have sufficient available
resource to support the DRSVP request. The
complete process of DRSVP requests initiated
by Ry, Ry, and Rj3 from receiver nodes to the
sender node 8, including the merging process,
is shown in Fig. 6.

In the setup process, the sender node §;

[— |

All hosts and
routers along the
reservation path
monitor the traffic
loading and
adjust the
available resource
dynamically. The

- passible situations

can be classified
into two cases:
the available
resource js smaller
and the available
resource Is farger.
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" When one node
detects that the
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is smaller, it will
© adjust its reserved
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Refresh message
downstream and
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B Figure 7. One complete example of DRSVP reservation request and DRSVP acknowledgment from one

single source node to three different receiver nodes.

acknowledges the DRSVP request through a
Path message. The acknowledgment process

from sender node Sy to receiver nodes Ry, R;

and R; is illustrated in Fig. 7, where italic and
bold font denotes each allowable reserved QoS
in intermediate nodes of the downstream sym-
bolically. When the acknowledgment reaches all
of the receiver nodes, the DRSVP request is
successful.

During the DRSVP reservation establish-
ment, all nodes incleding source node(s),
receiver node(s), and intermediate node(s)
reserve allowable needed QoS and resource to
transmit necessary multimedia packets com-

pressed in MPEG-4 format. However, traffic
loading in any node or router on the Internet is
dynamic. DRSVP can provide efficient utiliza-

tion for the available resources of nodes and
routers, In this example, when a DRSVP reser-

vation request is established successfully, each

rode and router along the DRSVP reservation

path will monitor the change of traffic loading

and adjust the reserved QoS dynamically. In
Fig. 7, when router 2 detects that the available

resource is 3B, it will initiate the Refresh mes-

sage upstream and downstream. The final result
is shown in Fig. 8.

CONCLUSIONS

In this article, DRSVP is proposed. It differs
from RSVP defined by RFC 2205 [5] in two
aspects. One is that the needed resources in
DRSVP are a resource range, not a specific
value. The other is that each router along the
reserved path can adjust its reserved resources
dynamically. It provides routers with the capa-
bility to support display systems with different
resolution, and supporting the characteristic bit-
stream of MPEG-4-based videc. Because the
DRSVP reservation request is initiated from
receiver node(s), and the display systems used
in receiver node(s) may be different, the
reserved resource range is more reasonable and
realistic. The utilization of available resources
can be further improved in DRSVP in many
aspects, because all nodes, including receiver
node(s), sender node(s), and intermediate
node(s), can adjust their reserved resources
according to the corresponding available
resources dynamically. Of course, these nodes
do not waste the precious resources on the
Internet, because each receiver node in the
DRSVP reservation request process specifies
the maximum resources clearly,

(28)
—— The original RSVP reservation request
e RSVP Refresh message Router (84, {28.8})
(28} 4 PPN
ey
{38) Rogter ‘ 1. {288}
(38) L&B). (38)
. Pl \ (54, {4B.8}) .
@(51. {48,8}) | Rm{ter (5. {48.8}) (54, {48,67 Router
(3B)
(Sy, {38.8} Rogter (3B)
(54, {38.8}) e

M Figure 8. One complete example of DRSVP reservation request and DRSVP acknowledgment from one

single source node to three different receiver nodes.
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