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Relating IS Infrastructure to Core Competencies and Competitive Advantage
Terry Anthony Byrd, Auburn University, USA
INTRODUCTION

Many researchers and practitioners have advoc;(ited using information technology (IT) as a source of competitive advantage
(Benjamin, Rockart, & Scott:Morton, 1984; Clemons, 1986, 1991; Feeny, 1988; King, Grover, & Hufnagel, 1989; Neo, 1988;
Parsons, 1983; Porter & Millar, 1985). Companies such as Wal-Mart, American Airlines, and Baxter International have been cited as
corporations that gained sustained competitive advantage from IT. This paper investigates this concept of IT being an agent of
competitive advantage and attempts to show how one major component of the overall IT resource, information systems (IS)
infrastructure flexibility, might yield sustained competitive-advantage for afirm. More precisely, IS infrastructure flexibility is
examined through its relationships as an enabler of core competencies that have been closely linked to sustained competitive
advantage in the management literature. The core competencies that are closed linked here with IS infrastructure flexibility are mass
customization and time-to-market.

At one time, the competitive value of IT was thought to comefrom so-called strategic information systems (SISs) (Reich &
Benbasat, 1990; Sabherwal & King, 1995; Sabherwal & Tsoumpas, 1993; Wiseman, 1988). SISs change the goals, operations,
products, or environmental relationships of organizations to help them gain an advantage, at least temporarily, over other companies
in their industry (Wiseman, 1988). During the 1980s and early 1990s; strategic systems like American Airlines’ Sabre System
(Hopper, 1990), Digital Equipment Corporation’s XCON (Sviokla, 1990), Federal Express’s tracking and sorting system (Stahl,
1995), and Baxter’s International ASAP system (Scott, 1988) were popular. Many companies were desperately trying to develop their
own SISs to win customers and market share.

However, some recent research evidence has cast doubt on the ability of SISs to sustain competitive advantage for their
companies. Mata, Fuerst, and Barney (1995) reasoned that proprietary technologies like SISs are becoming increasingly difficult to
keep proprietary. They noted that a wide variety of factors—workforce mobility, reverse engineering, and formal and informal
technical communications— are present to disseminate detailed information about proprietary technology like SISs. Kettinger, Grover,
Subashish, and Segars (1994) provided evidence that companies implementing SISs typically did not maintain their competitive

advantage over time without other factors being present. In their study, they uncovered information that the preexistence of unique

structural characteristics is an important determinant of SISs’ outcomes, that is, whether they provide sustained competitive advantage
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or not. Neumann (1994) also rationalized that SISs need complementary assets 1o lead to sustained competitive advantage. Without
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such interrelated assets, he demonstrated that any technology can be easily imitated, thus losing its competitive advantage.

In studying the research on the ability of SISs to maintain a competitive edge, one theme seems to permeate throughout. Focus
always falls on the importance of the technical foundations of the firms implementing SISs. Capabilities like “unique structural
characteristics” (Kettinger et al., 1994), “complementary assets” (Neumann, 1994), “managerial IT skills” (Mata et al., 1995), and
“structural differences” (Clemons & Row, 1991) are nearly always used in connection with the ability of S1Ss to maintain competitive
advantage. Kettinger and his colleagues (1994) discovered that one of these structural capabilities that seemed to make a difference
was the technological platform, or infrastructure. Davenport.and Linder (1994) also stated that the success of the few companies with
SISs really was derived from long-term, well-planned investments in networks. databases, and applications rather than ingenious
individual applications. These networks, databases, and applications are components of an organizational IS infrastructure (Byrd &
Turner, 2000; Duncan, 1995). In light of all.these discoveries, researchers now emphasize that'the search for competitive advantage
from IT has shifted from SISs to the strategic value of 1S.infrastructure (Daverport & Linder, 1994).

Researchers and practitioners alike have taken note of the potential value of an organization’s IS infrastructure. In fact, the
growing strategic value of the IS infrastructure is almost undeniable. IS infrastructure expenditures account for over 58% of an
organization’s IT budget, and the percentage is growing at 11% a year (Broadbent & Weill, 1997). Some even have called IS
infrastructure the new competitive weapon and see it as being crucial in developing sustained competitive advantage (Boar, 1993,
1997; Davenport & Linder, 1994). Rockart, Earl and Ross (1996) reflect the ideal goals of an IS infrastructure in stating:

... an IS infrastructure ofielecommunications, computers, software, and data that is integrated and interconnected so that all
type of information can be expeditiously-and effortlessly, from the user’s viewpoint-routed through the network and redesigned
processes. Because it involves fewer manual or.complex computer-based-interventions, a “ssamless” infrastructure is cheaper to
operate than independent, divisional infrastructures. In.addition, an effective infrastructure is a prerequisite for doing business
globally, where the sharing of information and knowledge throughout the organization is increasingly vital.

From these statements, the strategic value of the IS infrastructure seems to be growing.

McKay and Brockway (1989) called IS infiastructure the enabling foundation of shared IT capabilities upon which the entire
business depends. Weill (1993) also noted that IS infrastructure was a foundation for capability across business units or functional
units. Davenport and Linder (1994) referred to IS infrastructure as that part of the organization’s information capacity intended to be
shared among all departments. They concluded that an IS infrastructure is a firm’s institutionalized IT practice-the consistent
foundation on which the specific business activities and computer applications are built. Congruent with these others, Duncan (1995)
described IT infrastructure as a set of shared, tangible IT resources forming a foundation for business applications. The tangible IT
resources composing an IS infrastructure are platform technology (hardware and operating systems), network and telecommunication
technologies, data, and core software applications (Byrd & Turner, 2001; Duncan, 1995).

As indicated by these statements, an IS infrastructure is the keystone for the development of business applications and the
backbone for electronic communications in an organization. It also follows that the development of an IS infrastructure is arguably the

most important aspect of managing IT resources in an organization. Based on the above definitions and descriptions from the
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literature, IS infrastructure in this study is defined in this paper as follows:

IS infrastructure is the shared IT resources of hardware, software, communication technologies, data, and core applications
that provide a unique technological foundation {1) for widespread communications interchanges across an organization and (2) for
the design, development, implementation, and maintenance of present and future business applications.

Unique characteristics of an IS infrastructure determine the value of that infrastructure to an organization. Duncan (1993) wrote,
“One firm’s infrastructures may make strategic innovations in business processes feasible, while the characteristics of competitors’
infrastructure may likewise cause their inability to imitate the innoyation rapidly enough to mitigate the first mover’s advantage. This
set of characteristics has been loosely described as infrastructure “flexibility*.(p. 38). It is this characteristic of IS infrastructure that
has captured much of the attention of researchers and practitioners. In fact, inmost recent surveys featuring the issues most important
to IT executives, the development a flexible and responsive IS infrastructure andrelated topics are always at or near the top of the
responses (Boar, 1997; Brancheau, Janz & Wetherbe, 1996; Niederman. Brancheau, & Wetherbe, 1991).

FLEXIBILFLY

Flexibility is emerging as a key competitive priority inmany organizationalactivities such as manufacturing (Gupta & Somers,
1992; Ramasesh & Jayakumar, 1991), high technology maneuvers (Evans; 1991 ). attomation (Adler, 1988), and finance (Mason,
1986). Researchers also have heralded the competitive benefits of overall prganizat ional flexibility (Aaker & Mascarenhas, 1984; De
Leeuw & Volberda, 1996; Krijnen, 1979).

Flexibility in the management literature is defined as “the degree o which an organization possesses a variety of actual and
potential procedures, and the rapidity by whieh it can implement these procedures to increase theontrol capability of the
management and improve the controllability of the organization over its environment ' (De Lecuw & Volberda, 1996, p. 131).
Flexibility, therefore, gives an organization the ability to.control outside environments effectively. For example, high flexibility
corresponds to high managerial control of the organization.with respect to.the environment (De Leeuw & Volberda). The more control
an organization has over its competitive environment, the better its competitive position. Contro! is any manner of directed influence.
The environment is an external force that.can dictate patterns in actions either through direct imposition or through implicitly
preempting organizational choice.

IS Infrastructure Flexibility

Flexibility as it applies to IS infrastructure means the abilities of the infrastructure to support a wide variety of hardware,
software, and other technologies that can be easily diffused into the overall technological platform, to distribute any type of
information—data, text, voice, images, video—to anywhere inside of an organization and beyond, and to support the design,
development, and implementation of a heterogeneity of business applications. These properties of an IS infrastructure help give
management control over the external environment. For example, if an IS infrastructure supports a wide variety of hardware or
software, the organization can more easily cope with changes in hardware or software industry standards. In the same way, if a
technology platform can support the distribution of most types of data, new data like images and voice can more easily be distributed
from one division of the company to another division.

The study of IS infrastructure is still in its infancy with only a few studies (e.g., Broadbent & Weill, 1997; Duncan, 1995; Weill,
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1993). One of these has demonstrated one way to describe IS infrastructure flexibility more precisely with the qualities of

#—

connectivity, compatibility, and modularity (Byrd & Turner, 2000; Duncan, 1995). Connectivity is the ability of any technology
component to attach to any of the other components inside and outside the organizational environment. According to Keen (1991),
connectivity—which he calls “reach”*“determines the locations the platform can link, from local workstations and computers within
the same department to customers and suppliers domestically, to international locations, or ... to anyone, anywhere” (p. 39).
Compatibility is the ability to share any type of information across any technology components. At one extreme of range, only simple
text messages can be shared, while at the other extreme, any document, process, service, video, image, text, audio, or a combination
of these can be used by any other system, regardless of manufacturer, make, ox type.

Modularity is the ability to add, modify, andremove any software or hardware components of the infrastructure with ease and
with no major overall effect. Modularity relates to the degree to which IT software, hardware, and data can be either seamlessly and
effortlessly diffused into the infrastricture.or easily supported by the infrastructure. it defines the options available to alter the
configurations of hardware, software, telecommunice;tions, and data. [ssues.surrounding the concept of modularity are portability,
scalability, interoperability and openness.

SUSTAINED COMPETITIVE ADVANTAGE

Sustained competitive advantage flows from organizational capabilities and resources that are rare, valuable, non-substitutable,
and imperfectly imitable (c.g,, Bamey, 1986, 1991; Lado & Wilson, 1994). Sustained cqmpetitive advantage is obtained by firms
implementing strategies that exploit their internal strengths, through responding to environmental opportunities, while neutralizing
external threats and avoiding internal weaknesses (Barney, 1991). It is argued below that mass customization and speed-to-market
have been shown in the literature t0 be enablers of'sustained competitive advantage. ln turn, IS infrastructure flexibility is shown to

be related to sustained competitive advantage by actingias an enabler of both.anass customization and speed-to-market (see Figure 1).
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Figure 1: A model relating information systems infrastructure to sustained competitive advantage through core competencies

MASS CUSTOMIZATION AND COMPETITIVE ADVANTAGE
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Customization refers to manufacturing a product or producing a service in response to a particular customer’s needs, and mass

—

customization relates to doing it in a cost-effective way. Pine, Peppers, and Rogers (1995) said mass customization “calls for a
customer-centered orientation in production and delivery processes requiring the company to collaborate with individual customers to
design each one’s desired product or service, which is then constructed from a base of pre-engineered modules that can be assembled
in a myriad of ways” (p. 105). Mass customization requires a dynamic network of relatively autonomous operating units. The key to
the process is that different operating units or modules do not come together in the same sequence every time a product is produced or
a service delivered (Pine, Victor, & Boynton, 1993). Each customer’s wants and needs dictate the combination of how and when the
modules interact to make the desired product or providesthe preferred serviegs. Therefore, mass customization allows businesses to
offer products and services to a wide variety of customers and meet changing praduct demands through service or product variety and
innovation-all without an increase in costs (Boynton, Victor, & Pine, 1993).

Mass customization has been referred to as “customer of one” marketing (Marion & Kay, 1997), “market of one” (Foley, 1997),
“one to one marketing” (Peppers & Rogers, 1998), and “high-variety straiegy™ (Kahn, 1998), among other things. The value of mass
customization to organizations has been demonstrated in the literature (Boyntorvet al., 1993; Gilmore & Pine, 1997; Marion & Kay,
1997; Peppers & Rogers, 1998; Pine, 1993; Pinc et al., 1995; Pine et al,, 1993). Marion and Kay (1997) discovered, in their
examination of companies using mass customization with a build-to-order strategy, that these corporations increased revenues,
improved customer service and satisfaction, eased competitive pressuresy @nd made the overall process more efficient. Pine et al.
(1995) observed through case studies that the combinationof mass customization and glicitation of customer wants and needs led to a
learning relationship between company and customer. They reported on a number of examples where customers locked in with
companies through the companies’ abilities to collect information on these customers’ wants and needs and their capability to fulfill
these wants and needs very quickly through mass customization. For example;Ross Controls, a 70-year-old manufacturer of
pneumatic valves and air controls systems, uses this approach. Through whatis called the ROSS/FLEX process, Ross learns about its
customers’ needs, collaborates with them to come up with design precisely tailored to help them meet those needs, and quickly and
efficiently makes the customized produets (Pine et al., 1995). The ROSS/FLEX system has boosted revenues by 15% over the past
four years. Ross plans through this customizéd,approach to gaifi custemers for life, lt:s€ems to be working, as many of its customers
refuse to move to any other makers of pneumatic valves. Pine et al, (1995) tell the story of one such customer: Knight Industries, a
supplier of ergonomic material-handling equipment, gives Ross 100% of its custom business and about 70% of its standard (catalog)
business. When a competitor tried to woo Knight way, its president, James Zaguroli, Jr., responded, ‘Why would I switch to you?
You’re already five product generations behind where I am with Ross?’

Ross uses its mass customization capabilities to lock customers in by providing superior service in comparison with its
competitors.

Companies as diverse as Corning, Westpac, Bally, Citibank’s CPG, and Asea Brown Boveri have used mass customization to
their advantage. Mass customization allows a customer-centered orientation to production and delivery of services, requiring each

corporation to cooperate with individual customers to design each one’s specialized product or service, which is then built from a base

of pre-engineered modules that can be assembled in almost unlimited ways (Pine et al., 1995).
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IS INFRASTRUCTURE FLEXIBILITY AND MASS CUSTOMIZATION

Pine (1996) reported that it takes a highly integrated IS infrastructure to support mass customization. He included among the IS
infrastructure design tools, flexible switches and networks, common customer views with image processing and shared databases,
computer integrated manufacturing, and work-flow management and coordination software. Such an IS infrastructure automates
linkages between processes and relationships between people. For mass customization to succeed in a company, Kahn (1998) claimed
that organizations needed more flexible databases, flexible networks, and flexible CAD/CAM systems in their IS infrastructures.

A classic example of how an adaptive IS infrastructure enables and supports mass customization is reported in Boynton et al.
(1993). They described how Westpac, a South Pacific financial services conglomerate that had previously dominated banking in its
marketplace, moved to more flexible technologies o institute a new strategy of product differentiation. Westpac decided to overhaul
its entire IS infrastructure and create a completely new systems development and operational environment. This new environment was
called “CS90” (Core System for the 1990s) and was constructed to allow “Westpac to consolidate everything it knows about the
processes and expertise required to create new financial produets into a'sei.of highly flexible software modules. The result would be a
flexible and advanced software engineering that would combine different bits ofknowledge quickly and at low cost, in response to
changing product and service demands” (Boynton et al., p. 48). The competitive design goals included compatibility to easily mix and
match software modules to satisfy customer demands, responsiveness that is the result of highly connected and integrated computer
systems, and modularity so that seftware modules can be reused and recombined across changing products and services. Westpac is
now able to fight off niche competitors that might have eroded its market share. With CS§0, Wéstpac can match the cost of niche
products while still offering a comprehensive portfolio of financial products and services.

Dell Computer Corporation has used its flexible infrastructure to support its mass customization strategy. The flexible
infrastructure at Dell enables coordination across company boundaries to achieve new levels of efficiency and productivity (Magretta,
1998). The flexible infrastructure allows for just-in-time deliveries from a host of suppliers, a highly adaptive manufacturing facility,
and the establishment of great relationships with customers. For example, Dell’s manufacturing facility makes possible the production
of hundreds of different computer combinations to satisfy the customized orders of its customers at costs that are the lowest among its
major competitors. Additionally, the infrastructure allows Dell’s best customers to aceess internal support information online in the
same way as Dell’s own technical-support teams do, saving time and money on both sides. These customers also have access to their
own purchasing and technical information about the specific computer configurations they buy from Dell through customized intranet
sites that are components in its overall IS infrastructure (Magretta).

Pine et al. (1993) outlined four keys to coordinating process modules for mass customization. These were (1) instantaneous
linkages, (2) costless links, (3) seamless links, and (4) frictionless links. For each one of these keys, a flexible IS infrastructure plays a
major role in making it possible. For example, these authors noted that mass customizers like Dell Computer, Hewlett-Packard,
AT&T, and LSI Logic use special flexible IS infrastructures that are so critical to their “instantaneous” product delivery processes as
to be almost impossible without it. “Costless” linkage systems must add as little as possible to the cost beyond the initial investment
to create them. USAA uses a company-wide database that allows any employee to access all corporate information about any

customer he comes into contact with.

i ZHX B B OB # %




BILE & RE L+ %#&m%ﬁﬁ@fﬂi NEF KRR
%/ 5 % 9%

L o N spR168 .
F # # E‘ﬁ‘%ﬂ%‘ W IR Ff zd‘l*é?%wfi%% £ R & A £ — &

25

Pine et al. (1993) found the rapid foundation of frictionless teams was an advantage to mass customization. They stated that “the

instant teams must be frictionless from the moment of creation, so information and communications technologies are mandatory for
achieving this attribute. These technologies are necessary to find the right people, to define and create boundaries for their collective
task, and to allow them to work together immediately without the benefit of ever having met” (p. 115). Zipkin (2001) also noted that
an important component of a mass customization system is a high-volume, flexible technology-based process that translates
information into the physical product.

From the discussion here, it seems like an adaptive, integrated IS infrastructure is omnipresent in organizations where mass
customization is prevalent. From these observations, it seems that a flexible IS infrastructure may be a prerequisite for mass
customization in corporations.

TIME-TO-MARKET AND COMPETITIVE ADVANTAGE

Time competition can be divided into.atleast two different categories. One is the so-called “time-to-market” and the other is
delivery performance. Time-to-market refers to the elélpsed time between product definition and product availability (Vessey, 1991).
Delivery performance pertains to the ability to deliver a customized product within a shorter elapsed time than can competitors in the
same market and is usually measured in terms of delivery lead time (Handfield, 1993). This type of time competition is related to
mass customization because lead time is especially critical in industries with customized products. In fact, a number of firms,
including AT&T, General Electric, Hewlett-Packard, Northern Telecom, Toyota, and Seiko, have all taken advantage of shorter
delivery times to give themselves a strategic advantage (Bower & Hout, 1982;; Dumaine, 1989; Merrills, 1989; Stalk, 1988). Since
this type of time competition is related to mass customization, the two are discussed together in this paper. Time-to-market
competition is discussed in this section.

Vessey (1991, 1992) maintained that time-to-market has become “doubly important” because of the pervasive nature of change.
All of this is an attempt to satisfy the seemingly endless appetite for new products in the marketplace. There are new products and
services, improved products and services, new and improved products and services, extensions and expansions of products and
services, and revisions and enhancements of products and services, all with the intent to keep a steady stream of new products coming
to market (Vessey, 1991). Vessey (1992) also cited several examples of corporations benefiting strategically from time-to-market.

Material Handling Engineering (1992) reported that industry studies by the Boston Consulting Group show that companies that
respond twice as fast to customer demands grow at five times the industry average with prices 20% higher. Stalk (1992) stated that as
companies focus on time-to-market competition, within about 2 years they are experiencing reductions of wait time of about 60%,
inventory reductions of 50% to 60%, and dramatic improvements in quality and labor and asset productivity. Handfield (1993), in
gathering data from 35 managers in large global organizations, asserted that time has been recognized as a critical element of global
competitiveness. He stated that companies like AT&T, General Electric, Hewlett-Packard, Northern Telecom, Toyota, and Seiko have
all recognized the importance of shorter product development and delivery in providing a strategic advantage. In consumer goods, an
empirical study showed that the second firm to enter a market did only 71% as well as the innovator, and the third firm did only 58%

as well (Urban, Carter, Gaskin, & Zofia, 1986). Robertson (1988), in a study of pioneer advantages in industrial markets, found that

market pioneers tend to achieve substantially higher market shares, the early follower can expect to do only 76% as well as the market
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pioneer, and the late entrant only 51% as well as the pioneer. Although disadvantages for companies that are first to market have been
cited, it is generally accepted that innovators gain strategic advantage from being first (Robertson, 1993; Vessey, 1991).
IS INFRASTRUCTURE FLEXIBILITY AND TIME-TO-MARKET

The revolutionary rise in the capability and flexibility of IT has fundamentally altered the product and service design process,
lessening inefficiencies and enabling new levels of performance (Hull et al., 1996). Flexible IT, such as computer-aided design and
computer-aided manufacturing, has allowed better links between design and manufacturing and brought about more
manufacturing-friendly product designs. Flexible IT has also enhanced the capability of organizations to more rapidly respond to the
changes in product design resulting in faster product deVelopmentandaeduced costs (Hull et al., 1996; Vessey, 1992).

Hull, Collins, and Liker (1996) explored the/effects of flexible IS infrastcucture on two concurrent engineering practices.
Concurrent engineering is important to time-to-market because it bring together multiple functions in decision making on product
design so that downstream issues sueh as manufacturability, marketability, serviceability, and total life cycle problems are anticipated
at early steps (Clark, Chew, & Fujimoto, 1992; Hartléy, 1992°"Susman &Mean. 1992). Anything (o facilitate concurrent engineering
should also promote time-to-market. Two core concurrent enginecring practices arc early simultangous influence (ESI) and in-process
design controls (IDC). ESI refers to the participation of multiple upstreamy and downstream functions int initial stages of the product
design process. Hull et al. noted: “high levels of early involvement inerease opportunities for evaluating varied design alternatives and
selecting ones which may reduce the risks of costly, late stage problems™ (p. 134). IDC refers to common design methodologies and
protocols employed by the participants (Hull et al., 1996). IDC emphasizes in-process i:uspecfion instead of relying on final
inspections, much like in process quality control.

Hull et al. (1996) surveyed manufacturing engineering from 74 Fortune 500,companies to fry to determine if the combination of
flexible IT, ESI, and IDC would lead to improvement inproduct development performance. Using statistical tests on the data from
these companies, they found that flexible IT has a significant effect on bothESI and IDC. They found that the greater the use of
flexible IT, the greater the positive effects of ESI on product development performance. In addition, they found, in the same way, that
the greater the use of flexible IT, the greater the positive effects of IDC on product development performance. In both cases, flexible
IT played a vital role in helping cross-functionalteams,of:engineers achieve higherdévels of performance.

The above study gives evidence that a flexible IS infrastructure is critical to the success of time-to-market initiatives. There is
also other evidence that flexible IT enables a time-to-market competency. Vessey (1992) noted that “time to market, with its inherent
product and process design, is a function of speed of information which must be shared by engineering and manufacturing” (p. 72 ).
Because of this requirement, he declared that integrating enterprise-wide IT was a necessity in the ability for all team members to
know what was occurring throughout the design process. He surmised that ancillary and immediate benefits could accrue from the
elimination of redundant information and an integration of disparate data sources. Flexible IT, Vessey concluded, was important in .
establishing a seamless flow of information to all team members.

IS INFRASTRUCTURE FLEXIBILITY AND SUSTAINED COMPETITIVE ADVANTAGE
The link between IS infrastructure and a sustained competitive advantage has been hypothesized through the discussions in this

paper. IS infrastructure is firmly established as an enabler of two competencies that are shown to be closely related to sustained
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organizations.

competitive advantage in organizations. Strong links between IS infrastructure flexibility and sustained competitive advantage have
not been firmly established in the research literature. This paper has been a start in the quest to better understand how a flexible 1S
infrastructure might be a causal agent for sustained. competitive advantage. The evidence presented in this paper suggests that a

flexible IS infrastructure enables certain core competencies that, in turn, are closely aligned with sustained competitive advantage in

The two core competencies presented in this paper are not meant to be comprehensive. They are held up as examples of how a
flexible IS infrastructure enables core competencies in an organization to give sustained competitive advantage. Other core
competencies that could have been examined include orgénizationaldearning®and knowledge management. These and others are left
for other research studies. However, the value of a flexible IS infrastructure has been clearly indicated. Further research on the

relationships between IS infrastructure, core competencies, and sustained competitive advantage is definitely needed.
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Design is fundamental to the information systems discipline. IS professionals are engaged in the design and|
implementation of IT artifacts for improving the business performance. Design science research has been
increasing recognized as equal companion to behavioral science research. Please answer the following questions
based on the content of the attached paper: [Bill Kugchlersand Vijay Vaishnavi, "On theory development in design
science research: anatomy of a research project”, Europeandournal of Information Systems (2008) 17, 469-504.]

(1) What are the differences between.design science research and behavioral science research? (10%)
(2) From the aspects of “relevance’ and “rigqr”; what are the steps required to.conduct a successful design science
research? (20%)
(3) Please give an example of IT artifact that can clearly demonstrate the three types of theories (Kernel,

Mid-Range, Design) as mentioned in the Figure 2 of this paper.  (40%)
(4) Based on your example provided in (3), please specify the evaluations required to justify the artifact’s

contributions from the aspects of “relevance” and “rigor”. (30%)
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Abstract :

The common understanding of design science research in information systems
(DSRIS) «continues to-evolve, Only in the broadest terms has there been
consensus: that DSRIS involves, in some way, learning through the act of
building. However, what is to be built — the definition of the DSRIS artifact —
and how it is to be built — the methodology of DSRIS — has drawn increasing
discussion in recent years. The relationship.of DSRIS to theory continues to
make up a significant part of the discussion: how theory should inform DSRIS
and whether or not'DSRIS can or should be instrumental in developing and
refining theory. In this paper, we present the exegesis of a DSRIS research
project in which creating a (prescriptive) design theory through the process of
developing and testing an information systems artifact is inextricably bound to
the testing and refinement of its kernel theory.
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Theories are practical because the); allow knowledge to be accumulated in a
systematic manner and this accumulated knowledge enlightens professional
practice. (Gregor, 2006)

Introduction
In this paper, we describe an in-progress information systems (IS) design
science research project that aims to create a (prescriptive) design theory for a
class of artifacts. Several phases of the project are informed by kernel theory
(frequently~theorysfrom other fields that intends to explain or predict
phenomena of interest) and the project in turn will refine that theory into a
mid-range design science research in information systems (DSRIS) theory
(Merton, 1968; Markus & Lee, 2000) that is more directly applicable to IS
development. The paper is illustrative rather than prescriptive: there are few
‘shoulds’ or ‘oughts,” but rather a demonstration of the productive relation-
ship that can be developed between design science research, with its
principal stress on design theory, and kernel theory. In order for the paper to
serve as an ‘existence proof’ of the potentially close relationship between
design science research and kernel theory it must accomplish two things:
first it must demonstrate the pedigree of the project as a true act of design
science research; we have tried to do this without being overly pedantic.
Second, it must demonstrate the relationships among mid-range DSRIS
theory, the kernel theory from which it was refined, and the research
conducted in betterment of IS artifact design.

In the next section of the paper, we provide a brief overview of the
variant viewpoints on the role of theory in DSRIS. This is followed by a
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section that outlines an in-progress DSRIS project and its
kernel theory. It sets out details of the research design and
demonstrates the potential of the research artifact for
refining applicable kernel theory into mid-range DSRIS
theory. In a separate section, we summarize theory
development in the project to date. The paper’s conclu-
sion abstracts from our specific research project to a
general discussion of the potential of DSRIS for theory
development. Beyond that, we propose that ‘kernel
theories’ from other fields are often so narrowly derived
as to be more suggestive than useful as given, and that
refinement of the theory in the act of development is
required to give the theory direct applicability to IS
design efforts (Carroll & Kellogg, 1989).

Theory in DSRIS: what does it mean?

A number of positions have been stated with respect to
the use and development of theory in DSRIS. Classifying
these positions is made more difficult by the different
meanings attached to the term«‘theory’) by different
writers. Gregor (2006) sets forth a taxonomy of five
different types of theory in use within the field of 1S: (1)
theory for analyzing, (2) theory for explaining, (3)itheory
for predicting, (4) theory/ for explaining and predicting,
and (5) theory for design and action. She notes, and we
strongly concur, that in DSRIS writings and discussions of
theory, attributes of the types in her taxonomy are
frequently blended. In fact, as Gregor states, livari’s
(1986) three category taxonomy of theory: conceptual,
descriptive, and prescriptive, spans her categorization. In
the hopes of simplifying matters for this paper, we have
chosen to use a two-category taxonomy, very similar to
that expressed in Nunamakeret al. (1991) and Walls et al.
(1992, 2004). In addition to having a long history in the
DSRIS foundational literature|the two-category taxon-
omy we use accords well with the distinction between
explanation and prescription, which is at the heart of
many philosophies of design:

1. ‘Kernel theories’ frequently originate outside the IS
discipline and suggest novel techniques or approaches
to IS design problems. The term and meaning are
derived directly from Walls et al. (1992,,2004); many
kernel theories are ‘natural science’ or ‘behavioral
science’ theories of Gregor's (2006) ‘explain’ and
‘predict’ type.

2. ‘Design theories’ give explicit prescriptions for ‘how to
do something’ and correspond almost exactly to the
‘design theories’ of Walls et al. (1992, 2004) and
Gregor's (2006) ‘design and action’ theory type.

The DSRIS project we describe in this paper uses and
refines kernel theory as it aims to create a design theory
for a new class of artifacts. Refinement of theory in DSRIS
is somewhat unusual and a brief overview of the positions
set out for the use of theory (of any type) within DSRIS
will situate our approach. Table 1 shows some of the
influential writing on DSRIS and the actions and uses
each paper proposes for each of the two types of theory.

Table 1 is far from complete. A fuller treatment of the
literature on theory in DSRIS might begin with Venable
(2006a), Gregor & Jones (2007), and Kuechler & Vaishna-
vi (2008).

A majority of the papers that discuss theory in the
context of DSRIS understand design theory as a prescrip-
tive statement that is a significant, perhaps the most
significant, output of the research effort. Many of these
papers also discuss kernel theories, but a majority of them
consider this type of theory to be only advisory to the
design effort. To the best of our knowledge only Simon
(1996), Vaishnavi & Kuechler (2004), and Venable
(2006a) (in our interpretation) discuss the position taken
in this paper, that kernel theories can both inform
DSRIS efforts and can in turn be refined and developed
by DSRIS. Figure 1 (Venable, 2006a) shows the relation-
ships between DSRIS activities and theory development
that we assume to exist in the discussions of our example
project.

Mid-range IS ‘theories were not discussed in the
preceding section.on theory in prior DSRIS literature
because they receive no mention in that literature. Based
on a search of IS literature databases, we believe this
paper to be.one of the first to discuss mid-range theories
in the context of DSRIS. In fact, while figuring promi-
nently in the fields of sociology (where the idea
originated), health care, and management, discussion of
mid-range theory seems absent from IS literature save
for-Nelson et al. (2000) and the editor’s introduction
to the issue containing that paper (Markus & Lee,
2000). Merton’s (1968) original description of mid-
range theories is that they are explanatory theories
but of a restricted scope- and as such more readily
suggesting actions for specific effects in applied fields.
Gregor (2006), in a discussion of the breadth and focus
of theories in 1S, describes mid-range theories as
leading to-easily testable hypotheses. Note that kernel
theories can be mid-range theories, albeit, from different
disciplines.

Elaboration on the relationship among design theories,
kernel theories, mid-range theories, and the DSRIS
process 1S shown in Figure 2. The basis for Figure 2 is
Goldkuhl’s#(2004) graphical clarification of the logical
relationships between prescription and explanation in
the design process. To that starting point we have added
the text highlighted in gray and the relationships
specified by dotted lines. Explanation has been identified
with kernel theories; note that kernel theories inform both
the effect we seek in the artifact (the ‘Goal’) as well as
suggesting the ‘Prescribed action.’ Prescription has been
identified with design theories, and we have added two
relationships: (1) the loop from artifact to evidence that
takes place during the evaluation of the artifact, and (2)
the effect of this evidence on the explanatory statements,
which ‘can be revised to accord with’ the observations or
logically demonstrated behaviors of the artifact that take
place during evaluation - observations, which expose the
theories in situ (Venable, 2006b).
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Table 1 Kernel and design theories in DSRIS literature

Discussion Kernel theory conception

Design theory conception

Nunamaker et al. (1991) Kernel theories advise design solutions; possibility
of refinement or development

Kernel theories advise design solutions; govern
design requirements

Seems to relegate kernel theory refinement to
natural science. ‘Rather than posing theories,
design scientists strive to create models, methods,
and implementations that are innovative and

valuable’

Walls et al. (1992, 2004)

March & Smith (1995)

Simon (1996) Kernel theories advise design solutions; possibility
of refinement or development
Posed as a possible distraction to full attention to

the IT artifact itself

Orlikowski & lacono
(2001)

Goidkuhl (2004) Kernel theories provide theoretical grounding for
the artifact (highly desirable)

Hevner et al. (2004) ’....results from reference disciplines provide
foundational theories...” (p+80). Seems to relegate
foundational theory refinement to behavioral IS
research.

Stress that one of the significant attributes of DSRIS
is the ability to proceed in the absence of a
theoretical basis; otherwise, as Venable (2006a)
[Termed Solution Space and Problem theories]
advise IS design at multiple levels; refinement or
development of theories possible and beneficial

Vaishnavi & Kuechler
(2004)

Venable (2006a)
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Figure 1 An activity framework for design science research (Venable, 2006b).

A final addition to the figure, mid-range theories, is
depicted as a conceptual bridge between high-level
explanatory kernel theories and highly prescriptive

— CoCguenCes -

DSRIS research creates design theories

DSRIS research creates design theories — design
theory is the primary output of DSRIS research
Our interpretation is that March and Smith’s use of
the terms ‘model’ and ‘method’ - specified as
desirable outputs for DSR - span the meaning of
the term ‘prescriptive design theory’, at least in the
fairly narrow meaning given to ISDT in Walls et al.
(1992). See the discussions of research outputs in
Section 3.1 of their paper

DSRIS research creates design theories; prescriptive
design theories can revitalize b-schools

Seem to use the term ‘design theory’ in a broader
sense than just prescriptive ‘models’ — explanatory
theories of and about design as well as theories of
artifact construction

‘Design theory is considered as practical knowledge
used to support.design activities’

‘Prescriptive theories’ [for artifact construction] are
outputs of DSRIS (p. 77)

Operational principles [for artifact construction]
(Dasgupta, 1996; Purao 2002) can emerge at
multiple levels

[Termed Utility Theories] can emerge from a DSRIS
effort at multiple levels

\\\

Problem N
Diagnosis ]

Problent space understanding
Problem causes and o
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design theories. Through the praxis of the DSR project,
new empirical knowledge and knowledge from kernel
theories is translated from the kernel domain to become
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Figure 2 Relationships among kernel'theory, mid-range theory and design theory, and the design process (modified from Goldkuhi,

2004).

unique IS theories. The evidence coming from the design
and evaluation of the artifact refines the kernel theories.
The environment of the design evaluation more tightly
scopes the original theory(s). The net result is a mid-range
theory that, because of its tighter scope and additional
information content, is much more easily extrapolated to
design prescription than the kernel theories from which
it was derived.

In the next section, we first elaborate on the phases of a
design project during which the relationships shown in
Figure 2 actually take place, and then describe the
concrete design prescriptions and goals suggested by the
kernel theory — by way of mid-range theory - for our
project.

A theory-refining DSRIS project

The activities of many design science research projects
group naturally into phases such as those illustrated in
Figure 3, which is similar to but more granular and
directive in its description of project phases than in
Figure 1. However, just as in Figure 1, all research phases
are potential opportunities for the development and
refinement of kernel theory, mid-range theory, and
design theory.

Background - awareness of problem

According to guidelines in Hevner et al. (2004) a design
science research project seeks a solution to a real-world
problem of interest to practice. This was certainly true of
our project, which originated in the continued interest of
the industry advisory board of one of the authors’ (IS)
department in business processes - specifically in courses
and research to support business process (BP) design,
change, and management. After reviewing several cases
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supplied by the advisory board it became obvious that
even though the initiation and high-level design of many
business processes is performed by non-IT personnel, the
steps of the design process and the associated problems
are very similar to those found in IS design. The problem
that became the focus of our DSRIS effort was the
suboptimal design of business processes due to the lack
of incorporation of soft context information into the
final designs.

Soft context information is our term for information
about the operational context of a system or process that
has two_characteristics:

1. It is.frequently social or organizational information,
that is, difficult to capture objectively with common
specification notations'such as DFD, business process
modeling notation (BPMN), or UML.

2. [Tt} “... servels] as selection criteria for choosing among
myziads of-decisions. Errors of omission [of this
information] are among the most expensive and
difficult to correct once the IS has been completed’
(Mylopoulos et al., 1992).

We chose ‘soft context’ information as an umbrella
term for the contextual information referred to in the
literature by (unfortunately) multiple terms including
context information (Gause, 2005), soft constraints (Stefan-
sen & Borch, 2008), nonfunctional requirements (Cysneiros
et al., 2001), and requirements perspectives (Nissen et al.,
1996). An example of soft context information from the
pool of process scenarios we prepared for our artifact
evaluation is given in Appendix A.

With further investigation we saw that not only were
the activities such as requirements gathering and project
management similar in IS and BP design, but also that the
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Figure 3 Reasoning in the design research cycle (extended from Vaishnavi & Kuechler, 2004 as adapted from Takeda et al., 1990).
Note: *An operational principle can be defined as ‘any technique or frame of reference about a class of artifacts or its characteristics
that facilitates creation, manipulation, and.modification of artifactual forms’ (Dasgupta, 1996; Purao, 2002).

tools were similar. Many BP design efforts are supported
by BP design software that represents the design in a
graphic notation, frequently the emerging standard:
BPMN. Suboptimal design of IS due to lack of incorpora-
tion of soft context information is a problem that has
been researched in both IS and computer science
(Mylopoulos et al., 1992). Many of the approaches to
solving the problem in.IS/CS have focused on the use of
graphic notations to represent the soft context informa-
tion for the project. Possibly the most widely known form
of this type of notation is the Ishikawa diagram used in
multiple fields to represent quality (a decidedly soft
constraint) issues. One of the most common notations in
the computer science subfield of requirements engineer-
ing is the i* model (Yu & Mylopoulos, 1994; Yu, 1995)."An
excellent example of its use in representing soft context
information is given for an air traffic management case
study in (Maiden et al., 2005)..i* is a formalization of
‘influence diagrams’ used in many fields to represent
webs of interrelated qualitative influences in an environs-
ment. Examples of influence diagrams and-an-example
of the i* notation from Maiden et al, (2005) are given
in Appendix B. Other notations sometimes used to
represent soft context are hierarchical AND/OR graphs
(Cysneiros et al., 2001) and graphic representations of
contribution structures (Gotel & Finkelstein, 1995); exam-
ples of these notations are also given in Appendix B.
None of the suggestions from research to date has been
widely adopted in industry (Lethbridge et al, 2003;
Davies et al., 2006), and as a glance at Appendix B will
show, the formal notations proposed would be highly
complex for most real-world processes and would require
some training in first-order predicate logic to be devel-
oped or understood. This creates a formidable barrier to
their use by business persons in process design. Most
significantly, the creation of graphic representations of

soft context information presumes the information has
been previously noted and understood as significant by
project analysts = an assumption, which our problem
statement indicates is not the case. However, prior
research in the IS/CS domain did help to refine our
problem statement to a design research question: How
could BPMNs be enhanced to make soft context informa-
tion more salient and more likely to be incorporated in
final BP designs?

Suggestion
In this phase of a design science research project various
approaches _to the problem, informed by prior research
on related issues, are worked out as ‘thought experi-
ments’ to explore the feasibility of each approach
(Vaishnavi & Kuechler, 2007, pp. 20, 132-133, 139). It
was at this point that ‘kernel theories’ entered our design
process. First, we reviewed the IS research on conceptual
modeling and adopted the concepts and vocabulary from
earlier research on" design notation (Wand & Weber,
2002). Instead of speaking of process drawings we started
referring to conceptual model scripts expressed in a
notational grammar. We also became familiar with re-
search guidelines for assessing the effectiveness of
different conceptual models (Parsons & Cole, 2005).
Then, as we reviewed prior approaches to the problem
of soft context ‘leakage’ from system designs we saw that
all of them focused on capturing soft context informa-
tion in some form of graphic notation. Intuitively it
seemed that this effort might be misdirected. Based on
20+ years of IS industry development experience we
wondered if the real problem was not the capture and
representation of soft context information - in most
cases the information was available in the original
requirements notes — but rather in making that informa-
tion more immediately available and especially more
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salient to the designer. Further, as we thought through
different soft-information representations of our own, it
seemed that a graphic representation of soft or contextual
information was the wrong approach. We began to build
the position that the highly qualitative, sometimes
political, frequently ambiguous nature of soft informa-
tion was best captured by textual narrative rather than
graphics.

At this point, hoping to better understand why some
concepts are more salient than others, we began to
investigate problem solving cognition and came upon
our ‘kernel theory’ — actually a related set of theories from
cognitive, educational, and social psychology that de-
scribed and explained how varying the presentation of
information could enhance or diminish information
salience and thus problem solving capabilities# One of
our key papers, Zukier & Pepitone (1984) describes how
the ‘base rate problem’ made famous by Tversky &
Kahneman (1981) and originally viewed as a ‘flaw’ in
human reasoning could be eliminated by reframing the
problem. When the same information that people
ignored when presented as numeric abstractions was
presented as part of a story, the information was correctly
incorporated into the solution of the problem. Another
researcher exploring cognitive mechanisms involved in
solving word problems effectively duplicated Zukier
and Pepitone’s results and showed the importance of
contextual information, especially intentional informa-
tion, on eliminating ‘framing issues’ in problem solving
(Jou et al., 1996; Kuechler & Vaishnavi, 2006).

In consideration of these experimental results we came
to believe that a possible means to make soft-goal
information more salient to designers. would be to
induce, by means of a novel conceptual modeling
grammar(s), a mode of cognition that psychologists term
‘narrative thinking.” The alternative mode of cognition,
‘propositional thinking’ tends to ignore problem irregu-
larities (such as soft information!) and has been shown to
be promoted by attention to abstract information
presentations such as numeric and diagrammatic repre-
sentations (Zukier & Pepitone, 1984; Zukier, 1990). For
convenience we refer to the webuof more granular
theories that underpin narrative and ‘propositional
thinking as modal cognition theory (Zukier, 1986) and we
refer to the research support for this kernel theory
henceforward as the ‘narrative vs propositional thinking’
literature.

Further investigation revealed a parallel development
in educational psychology that was also concerned with
improving the mental models formed during the pre-
sentation of descriptive information: multimedia com-
prehension. This subfield of educational technology has
both theoretical and empirical branches that illustrate
the relation between theoretical and prescriptive state-
ments (Goldkuhl, 2004; Figure 2) in yet another domain.
The theoretical work in this field proposes high-level
explanatory statements concerning learning from
computer mediated information presentations: text

%
/

combined with wvarious graphics that illustrate the
concepts contained in the text. The results of low level
experiments in this literature provided support for broad
explanatory statements that confirmed the cognitive
effects from the narrative vs propositional thinking
literature and provided further vocabulary and high-level
constructs for the project (Mayer & Jackson, 2005).

In the prescriptive branch, educational technology
design papers sought to transition from theoretical
statements of multimedia cognition to specific techni-
ques for the most effective presentation of different types
of material — laws of rectilinear motion, for example.
These papers prototyped mixed narrative and graphic
presentation techniques and evaluated the resulting
cognitive models. In Seufert et al. (2007) several display
techniques were used in the context of understanding the
physiological effects of vitamin C. First, hyperlinked text
and an illustration were displayed simultaneously. When
the hyperlinks were clicked, an arrow appeared at the
appropriate portion.of the illustration. In a second study,
four different representations of related material — text,
gtaphs, tables, and a chemical formula - were used.
Subjects.could move between the presentations, but only
one representation was on-screen at a time. In each case
understanding was measured by a post-session objective
quiz. In Lewalter (2003), the information content was the
phenomena of gravitational lensing and the presentation
techniques were text and static illustration or text and
animated illustration; both learning and learning strate-
gies were assessed in this study. While not directly
applicable due to the different media content and artifact
intent, this literature influenced both our grammar
design and the design of the presentation software.

The ‘kernel theories’ we had adopted suggested direc-
tions for a design solution to our research problem but,
having been taken from social, cognitive, and educa-
tional psychology they gave no specific prescriptions as
to how the information could be used in the context of
IS/BP modeling. First, the experimental results that
grounded the theories were obtained in carefully con-
trolled laboratory situations. To be useful in a working IS
design the effects.shown for narrative thinking would
have to bedemonstrated to be robust enough to give
meaningful results in a far more complex environment.
Second, the modes of presentation are different from our
design environment than for the prior research in
narrative vs propositional thinking. Prior research used
(1) narrative expression of information, and (2) numeric/
narrative presentation as the two treatments in its
experiments. Third, the kernel literature has yet to
resolve some of its theoretical conflicts. Much of the
recent literature in multimedia comprehension is in-
volved with testing the net effect of two conflicting
cognitive mechanisms, each with its own experimental
support: cognitive load theory and coherence formation
theory (Mayer & Jackson, 2005). Cognitive load theory
predicts better learning from leaner presentations. Co-
herence formation theories predict better and deeper
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learning and more skill transference from richer (greater
information content) presentations. The not uncommon
conflict of results from grounding [kernel] literatures is
still more evidence of the need to generate mid-range
theory and its attendant constructs from kernel theory
for DSRIS projects.

Our design attempts to induce ‘narrative thinking’ by
incorporating textual representation of soft information
into a graphic design notation via a software artifact.
Thus, whether our final artifact is successful or not in
achieving its design goals, its development will of
necessity yield a substantial amount of information about
the extensibility, limits, and conditions of use of our
kernel theories. When appropriately formulated and
presented, this new information forms the groundingyof
a theory of grammatical element salience in conceptual
modeling (GESCM), a mid-level DSRIS theory with two
characteristics: (1) the power to explain salience in the
context of conceptual modeling, and (2) far greater
facility for extrapolation to specific.design criteria than
the kernel theories from which it was derived.

Development

It is at the development phase of a design research project
that the tentative direction(s) for artifact generation
explored in the suggestion phase are made concrete
through construction and iterative refinement (Vaishnavi
& Kuechler, 2007). Two interrelated artifacts emerged
from the suggestion phase: (1) a novel dual-grammar
conceptual modeling technique, and (2) a software
modeling tool for the presentation of the process models
(scripts).

The initial design for the conceptual modeling techni-
que was derived from the statement of modal cognition
theory: the mode of cognition termed ‘narrative think-
ing’ gives rise to ‘story like’ mental models that both
readily incorporate and make salient nonregular informa-
tion such as soft context. Therefore a BP model that
stimulated narrative thinking could improve process
designs. However, a large part of the ‘design problem’
of this research - the mapping from suggestion to a
workable artifact — was to develop a modeling technique
that maintained the conciseness and “precision of
graphic representations while simultaneously promoting
a mental model that kept soft context salient. We
decided to develop a dual-grammar process modeling
technique that used BPMN for the graphic representation
combined with textual process context descriptions
and ‘micro-rationale’ narratives; these concisely ex-
plained and gave context to the graphics by being
integrally linked to related, small portions of the BPMN
diagram.

The initial design for the software presentation artifact
(essentially process modeling and documentation soft-
ware) was informed by empirical studies of programmers
in action as well as our kernel theory. From theoretical
considerations we believed appropriately presented nar-
rative about a graphical model of a process could enhance

the formation of the mental model of the process.
However, empirical studies of programmers have shown
that diagrammatic representations of systems become the
dominant documentation for a system during the later
phases of design. The narrative requirements documents,
which contain the soft-goal information are rarely
consulted (Lethbridge et al., 2003; Davies et al., 2006).
The failure of many designs to incorporate soft context
information is de facto evidence that graphic representa-
tions also disproportionately influence initial cognitive
model formation of the systems. Thus, the design of the
presentation software focused on how to insure that the
process description narrative and especially the micro-
rationales were attended to so that they could have the
desired effect. Since prior process modeling software was
available to serve as an example, prototyping of the
presentation software proceeded fairly rapidly using web-
development technologies.

Micro-rationales are our term for short, concise state-
ments of design rationale (Canfora ef al., 2000). They are
linked to small, coherent.portions of a process design
(and associated graphic representation) and describe why
the proecess segment was designed as it was. By definition,
rationale statements are at a level of abstraction above
the mechanical description of the process; our BP micro-
rationales were' at 'a business evaluative level or social/
cultural organizational level. In order to best help induce
a narrative mode of thought they were expressed as
complete, syntactically correct sentences, and were
woven into a longer ‘story’ or textual description of
how the process as a whole functioned. Micro-rationales
and process description text are the first grammar of our
hybrid modeling notation; BPMN graphical constructs
are the second.

Our initial prototype naively assumed that if we
presented-a BPMN process diagram with some of its
graphic elements set up as readily discernable hyperlinks
to textual process description and micro-rationales
(which would display on the other side of the screen)
that users would seek all available information and
pursue the links. We were wrong. The majority of our
pilot study subjects.attempted to answer questions about
the operation'of the process without viewing any of the
narrative components (working from the diagram only)
even though they had been instructed in the use of the links
and advised of their value, that is, that they were responsible
for causing the display of information that was not available
in the diagram. Using rollovers in place of links was
equally unsuccessful. While these results were fascinating
in themselves, we truly wished to test our primary
hypotheses — that narrative mode thinking could be
induced by a presentation artifact and that it would result
in superior reasoning about process designs — and so we
ultimately designed the display software to force a
sequential viewing of process text description and
micro-rationales followed by their related process dia-
gram ‘slices.” Screen shots of the final prototype and
additional description are given in Appendix C.
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When appropriately articulated, the design constructs
presented briefly in the preceding two paragraphs — dual-
grammar modeling scripts, presentation technique, and
empirical knowledge of user (designer) notation viewing
preferences — are available for incorporation into the
GESCM theory.

Prototyping the modeling technique and testing the
software required content. We required cases that were
concise enough to be used in an evaluation session of
reasonable duration, did not require uncommon domain
information on the part of the user, were realistic and
contained mission-critical soft context requirements. The
construction of such cases and the associated narrative
and graphic descriptions of them occupied a significant
amount of time. Eventually we entered the pilot phaseof
our evaluation with three cases derived from real-world
process implementations (see Appendix A).

Evaluation
In a DSRIS project, the research process frequently iterates
between development and evaluation phases rather than
flowing in waterfall fashion from one phase into the next
(Kuechler et al., 2005). Hevner et al. (2004, p. 89) term
this iteration the ‘generate/test’ cycle. The evaluation of
our artifacts, as for most DSRIS that deals with human—
artifact interaction, took the form of an experiment.
Iteration between design (development) and evalua-
tion (experiment) is one significant difference between
design science research and ‘natural science’ or theory-
driven ‘behavioral science’ experimentation. In natural
science research the experimental procedure and appara-
tus are (ideally) constructed.in such a way as to minimize
confounds that might interfere with clear interpretation
of the results; theory is either supported or disconfirmed.
In design science research both the artifact and the
experimental setting are intentionally complex (and thus
confounded) in order to develop methods and artifacts
that are useful in practice. Owing to the confounded
nature of the observations gained in the evaluation phase
of a DSRIS effort it is difficult if not impossible to
disconfirm a theory. However, .as mnoted by other
researchers, the relation of a designedvartifact to theory
is extension and refinement of the theory rather than
disconfirmation (Carroll & Kellogg, 1989). This funda-
mental difference encourages the iteration between
design and evaluation that would be considered improper
‘fishing for data’ in a natural science experiment.
Although not the focus of this paper, a brief description
of the experimental design (evaluation framework) is
necessary to understand the evaluation process:

M.B.A. and M.S.LS. students with more than 5 years of work
experience were chosen as subjects. We evaluated the
modeling technique and presentation software using the
presence or absence of the treatment. Process designs were
presented to subjects using either graphical display and
separate ‘design notes’ (no treatment) or using the linked
dual grammar model (treatment). Each subject was
presented with two versions of a process design: original

/1)

and changed. The changed process eliminated one or more
critical soft constraints. The subjects were to determine
whether or not the changed process ‘is effective for the
company.’ Subjects were trained to ‘think aloud’ as they
reasoned through answering the question and their con-
current verbal protocols were recorded. The software, in
addition to presenting the process design models, tracked
the information the subjects choose to view.

Bill Kuechler and Vijay Vaishnavi

Both presentations make available identical information
at very similar levels of convenience-of-access. We have
followed guidelines for cognitive model experimentation
set out in Parsons & Cole (2005) to the degree possible.
We have striven to approximate naturalistic evaluation of
the artifact (Venable, 2006a) and believe the external
validity of the experiment is strengthened by the nature
of the subjects and procedure. Ninety percent of our MSIS
student subjects are full time IT professionals, many with
over 15 years of industry experience. We have endeavored
to make the experimental procedure realistic by attempt-
ing to emulate the ‘Hey, Ralph, can you take a quick look
at this and tell me what.you think?’ task that in our
experience is quite common in industry.

In the course of our study, we cycled between
development and evaluation phases of the DSRIS process
numerous times in order to

e Reprogram the software to force reference to the
descriptive text and micro-rationales during treatment
(we thought we had done so in the initial design but
subjects are exceptionally devious at frustrating experi-
mental expectations).

e Reprogram the software to eliminate display ‘quirks’
that had become transparent to us but were distracting
to subjects.

e Redefine process description narrative and micro-
rationales to be clearer and to supply broader context.
Again, things that were pellucid to us were shown by
our pilot studies to need elaboration or rewording to be
equally clear to our subjects.

e Rewrite the modeling scripts (as a result of the above
refinements).

In_fact, on two_separate occasions when we believed
ourselvesto'be through with our pilot study and thought
we had begun the full experiment, it was necessary to
make such significant changes to our prototype and our
assumptions that we had to declare the results to that
point part of the pilot, recruit more subjects and begin
‘the actual experiment’ again.

Using terminology from Walls et al. (1992) the goals of
the development derive from the meta-requirements for
the artifact. Our evaluation measurements then test the
hypotheses that our meta-design has realized those goals.
(We discuss design theory development more fully in the
next section of the paper.) The primary goal for the
project was to improve understanding of and reasoning
about process models. In addition to better general
understanding, we sought the specific improvement of
increased salience during process modeling of critical
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‘soft context’ information about the process that is
difficult to capture in existing process modeling lan-
guages and thus is frequently overlooked.

Our evaluation observations were of two types: (1)
Observations of understanding - the net effect of the
artifact. Analysis of these data will tell us the degree to
which the design goals had been achieved. (2) Observa-
tions of behavior — we will analyze these data in an
attempt to understand how the net effects came to be and
why they were as they were.

We discuss our observations of understanding first;
these also fell under two different classifications: (1) Tests
for surface understanding of the process - its mechanics,
its flow, and the isolated functioning of its activities. (2)
Tests for deeper understanding, which includesthe
interaction of the process with the critical organizational
context in which it operates. In educational psychology
what we term deeper understanding is sometimes called
transfer learning (Cook et al., 2007).

Surface understanding was operationalized as objective
questions about the process, for example, what flowed
from activity A to activity. /B under what decision
conditions. Deeper understanding was operationalized
as: (1) The ability to assess the acceptability of changes to
the process in the context described. (2) The ability to
construct acceptable alternative changes to the process;
changes that accomplished the same goal as the change
presented in the session, and did not conflict with the
soft or hard constraints presented in the process narra-
tive. (3) The ability to mentally simulate the performance
of the original and/or changed processes under new
conditions suggested to the subject after they had been
presented with both original and changed processes and
had formed mental models of them. Further, we mea-
sured both types of understanding with shert-term (in
session) and long-term (1 week) tests.

We assessed behavior in three different ways. (1) We
recorded what the subjects viewed by programming-our
presentation software to store the information objects
subjects chose to view as described above. This informa-
tion will tell us the amount of time subjects spent on
each type of information, graphic ortextual, the order in
which they viewed information, etc. (2) We-trained the
subjects to speak aloud as they sought to understand the
processes that were presented to them and recorded their
verbal protocols. We will code these protocols to under-
stand the different ways in which subject form cognitive
models of processes under the two experimental treat-
ments (Vans & von Mayrhauser, 1999). (3) We asked
questions; about their confidence in their answers to
questions under the two treatments and about their
information preferences - graphics or narrative - in
differing business situations.

As of this writing we have completed data gathering,
have transcribed the protocols and have almost com-
pleted preliminary coding of the protocols. We have not
begun formal analysis and so cannot claim statistical
significance; however, preliminary observations have

been encouraging. We have seen evidence of the devel-
opment of different cognitive models in treated and
untreated groups both in analysis of the verbal protocols
and in better confidence, richer mental simulations, and
objectively better correctness-of-answer scores for the
treatment group. The pilot findings that drove redesign
of the preliminary artifact are available also for incor-
poration into the still nascent GESCM theory.

Theory development

The following discussion consolidates the theory devel-
opment that has taken place during the DR project to
date. To maintain the focus of the paper on theory
development rather than the actual artifacts and to keep
the length of the paper within bounds we confine our
discussion. to theory statements concerning the display
artifact only. Equally rigorous development for the dual-
grammar conceptual model can also be presented.

First we present the constructs used to express our
theoretical propositionsy(see Table 2). We use a table
format since all of the:constructs have been discussed at
previeus points in the paper. Second, we state and discuss
propositions from our kernel theories: modal cognition
theory and multimedia comprehension that seemed to have
relevance to our design project. We then state and discuss
the foremost proposition of the mid-range theory
informed by our kernel theory, a theory of GESCM. We
use the term ‘informed’ to make it very clear that the link
from kernel to mid-range theory is not one of logical
deduction or other rigorous, formal procedure, but rather
is due to what has been termed the ‘hypothetical/
deductive’ method (Baldwin & Yadav, 1994). The
hypothetical/deductive method is the introspective ex-
plication of the results of the cognitive process of
analogical reasoning (Gentner, 1983) from one domain
to anether, which we believe to be the basis of the
kernel »mid-range inferences, followed by formal state-
ment of these results. Lastly, we state and discuss the
tentative propositions of a design theory for the display
artifacts: the process model presentation software.

Theoretical*constructs

Kernel theory propositions
e From the modal cognition literature:

o The cognitive model formed from information
about a situation can be made more receptive to
social or ‘soft’ information by varying the mode of
information presentation from abstract — proposi-
tional (numeric) to narrative (textual). (Note that a
proposition of exactly this form can likely not be
found in the literature. We have presented our
interpretation, which at this point is quite informed.
We have taken no liberties with matters of fact, but
have ‘repackaged’ conclusions from the kernel
literature to concisely state what was of interest to
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Table 2 Theoretical constructs for kernel and mid-range theories

Construct Definition

Mental model

Modes of cognition

The internal, cognitive model (in this case, of business processes) that contains the information about the
model elements and their relationships
Modes of perceiving information that determine the types of information most readily acquired and the

strength of relationships between information elements as mental models are formed

Surface understanding
(of processes)

Deep understanding

(of processes)

Soft context information

Understanding of the ‘mechanics’ of process elements — flows, actors, and decisions at an algorithmic level —
excluding domain or context information

Surface understanding combined with knowledge of the context in which the process operates and the
interactions, actual and potential, between the process and its environment

Organizational, cultural or political information about the actors or environment of a process that is difficult to

capture in conventional process notations but that is frequently critical to the success of the process. In a
medical informatics context, for example, the aversion of many older MD’s to information technology is one

example of soft context
Narrative (sometimes Information in language form
termed text)

Micro-rationales

Small concise narrative segments relating process details or context not found in diagrammatic

representations, usually woven into a coherent ‘story’ about the process

Salience
elements.of-a:conceptual model

In this context, the term denotes the degree of attention and significance given to different information

us. The restatement also makes it easier to follow our
development from one theory level to the next.)
¢ From the multimedia comprehension literature:

o Richer cognitive models of physical processes that
demonstrate greater transfer learning (across do-
mains) result from mixed-media presentations of the
processes, that is, text + illustrations, than from text
or illustrations alone.

Mid-range theory propositions (A theory of GESCM)

1. In systems design a conceptual model can be used to
concisely represent one or more important aspects of
the system.

2. A system always operates in a context. Usually the
grammar(s) for the conceptual model(s) of the system
are optimized for the representation of a narrow range
of system constructs. Specifically, these grammars are
not well suited to representing organizational context
information, especially when they are graphical in forma

3. Organizational context information can be expressed
in narrative (language) form.

4. Virtually all business systems are artificial — they are
designed and there are reasons called design rationale
that describe why they are as they are. Design rationale
also can be expressed in narrative form.

5. When conventional (narrowly focused) conceptual
models for processes are linked in a designer’s mental
model to expressions of critical organizational context
and design rationale, better design decisions are
achievable.

6. Computer-based conceptual model design and display
artifacts can be built that force attentional links
between conventional conceptual model element dis-
plays and narrative information displays of organiza-
tional context and design rationale so as to facilitate

the ceonstruction in the user of the artifact of mental
models ‘that link context information with the
information captured by the conventional conceptual
model.

7. The strongest'and most useful overall mental model
(conventional conceptual model and narrative com-
ponents) will be produced when the narrative compo-
nents are woven into a coherent (by basic literary
standards) story rather than presented as separate,
intelligible but logically unconnected text compo-
nents. (This /is one of .the distinguishing features
between a dual-grammar conceptual model and a
simple annotated conceptual model graphic display.)

Note the conceptual ‘leap’ from kernel theory proposi-
tions to the primary propositions of GESCM. No existing
research from the Kkemel fields allows us to draw
propositions 6 or 7 above as conclusions. They are at best
inductions and need to be tested. However, the proposi-
tions are much closer to the IS design domain than any of
the. kernel theories and immediately suggest testable
hypotheses where the tests are in the form of the evaluation
of artifacts designed in accordance with the propositions.

Design theory propositions In setting out the design
theory (see Table 3) derived from our mid-range theory
statement we continue to use the concepts - and for this
section even the presentation format — from Walls et al.
(1992, 2004). In developing our mid-range theory from
our kernel theories we descended a level of abstraction;
alternatively stated, the mid-range theory was more
concrete. The kernel theories dealt with general cognitive
abilities. GESCM applies these theories inductively to the
more concrete realm of computer mediated conceptual
models. Transitioning from mid-range to design theories,
we become still more concrete. At the information
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Table 3 Design theory for cognitively enhanced process model presentation software (format taken from Walls et al.,
2004)

Multiple types of process information: graphic representations of process mechanics, narrative

representation of organizational context, and narrative representations of design rationale are
presented to the user in a manner that induces linkages in the overall mental model of the

Graphic process representation components are displayed in logical sequence with linked

narrative necessarily displayed before the subsequent or prior graphic component can be

Theory component Description
Design product
1. Meta-requirements
process
2. Meta-design
displayed
3. Kernel theories
4. Testable design product
hypotheses decisions
Design process
1. Design method B
2. Kernel theories N
3. Testable design process
hypotheses

Modal cognition theory + multi-media comprehension theory
Users will develop richer cognitive models of business processes leading to better (re)design

*The design process for the display software did not seem to us to be outside the state-of-
practice for sophisticated educational or www-commercial software

BWalls et al. (1992, 2004) define a complete ISDT as possessing both a product and a process component. However,after much reflection we are unable
to see that the process by which we designed our display artifact was novelinany meaningful way and have so noted in table.

systems design theory (ISDT) level the statements are
scoped to computer software for presenting graphic process
models and related textual design rationale and context
information. We believe this is still at a meta-level
appropriate for an ISDT; that is, it applies to a class of
process model presentation artifacts and leaves the
graphic portion of the grammar and many other
important design features unspecified.

Conclusions

The in-progress research project described in this paper is
an example of design science research that can yield not
only a prescriptive design theory for a class of artifacts,
but can also refine and extend the kernel theory that
suggests the novelty in the artifact design approach. The
novel information from artifact design and evaluation
that we have captured and articulated forms the basis of a
mid-range theory, a theory of GESCM. The research meets
the guidelines for design science research in‘IS'set out in
Hevner et al. (2004) and also follows one of the artifact
evaluation approaches suggested in that paper: a con-
trolled experiment.

With reference to Figure 3, kernel theories from outside
IS entered the design science research process at two
points. Theories of ‘narrative thinking,’ a mode of
cognition receptive to unpatterned information, led to
a novel design approach to a conceptual modeling
grammar in the suggestion phase. Theories of multimedia
comprehension from educational psychology informed
both the grammar design at the suggestion phase and the
design of the software artifact in the development phase.
Since the evaluation of both research artifacts is accom-
plished with a controlled experiment, refinement of the
kernel theories into the GESCM theory ~ as embedded in

the artifacts — will be both statistically valid and rigorous
within the limits of the design science paradigm. The
paradigm necessarily introduces confounds into the
interpretation of results, however, it also produces
extension and refinement of the theories in the event
of either success or lack of success of the artifacts.

If the artifacts are successful, they will ground the new
mid-range GESCM theory and further experimentation in
DSRIS projects ¢an extend.and refine the theory. The
GESCM theory is much more readily adoptable into
future DSRIS projects than were the kernel theories from
which it was derived. If the artifacts are unsuccessful they
will:suggest limitations to the kernel theories, which were
not.-obvious in the original theory statements. For
example, lack of significant results for the artifacts in
this project would suggest the induction of narrative
thinking is more difficult when graphical representations
supply much of theinformation on a problem than when
the “information is supplied solely by narrative and
numeric representations as it was in the kernel theory
experiments.

The DSRIS project presented in this paper is not unique
in its ability to refine and extend kernel theory into mid-
range DSRIS theory. In fact, we believe along with other
authors (Carroll & Kellogg, 1989; Venable, 2006a) that
artifact design projects are the best possible opportunities
for refining theory from other fields for use in IS. The
nature of different research paradigms - natural and
behavioral science vs design science — makes it unlikely
that theory from outside design science will be readily
adaptable to artifact construction. Natural and behavioral
science experiments take place in much more restricted
environments than those for design science artifact
evaluation and typically use different levels of analysis
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than DSRIS. Thus, almost all DSRIS projects using kernel
theories inevitably refine and extend those theories. It is
our hope that this theory refinement and extension can
come to be widely acknowledged as a potential part of
and benefit of the DSRIS process. Such acknowledgement
would encourage the articulation, theoretic formulation,
and publication of DSRIS mid-range theories to the
enhancement of all areas of IS research.
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also cautioned during interviews with several administra-
tors that“the system needed to generate very near the number of
evaluations per course that the current system produced or the
results would not be accepted. Not uncommonly this soft
context information was never translated into a composite
system requirement. A web-based system was developed
that, when used, generated exactly the information
required by the faculty and administration at a fraction of
the cost per response. Unfortunately, the students saw no
reason to take on the additional work of entering informa-
tion into the system at a very busy time in the semester, and
the system did not generate enough results to be usable.
Several ‘obvious’ paths to greater use, such as requiring the
students to enter evaluation information before grades
would be issued for them, are politically unpalatable at
the university. After several semesters of unsuccessful
attempts to exhort students to greater system use, the
university is on the verge of abandoning the system.
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Appendix B
See Figures B1-B3.

Q{Pstient's Repont.
Laser Printer]

Figure B1

Figure B2 i* graphs used to represent system context for an air traffic control system (a very small portion of the total graph, taken
from Maiden et al., 2005).
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Figure B3 Connectivity structures (taken from Gotel & Finkelstein, 1995).
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Appendix C

117/7

Sample process graph ‘slices’ and associated text description and micro-rationale as used in our evaluation

prototype
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With reference to the diagram above, the prototype
works as follows for the treatment session:

In the actual prototype, the screen is wide enough to
display a 50 character wide text section on the left of the
screen and the full diagram on the right of the screen.
Initially, instructions are displayed on the left.and only
slice O — the swim lane names and the graphic heading -
is visible. The subject must click on the text to view the
next information segment. Information segments alter-
nate between narrative — descriptive text and micro-
rationales — and the next sequential graphic slice. Text
segments are displayed in sequential positions down the
text display portion of the screen. Each piece of informa-

tion, whether text or graphic, fades from view in 9s. The
subject must click on the information to make it reappear
for 9s. The only exception tosthis is the initial display of
the graphic associated with'a given text segment. That is,
on clicking a text segment, the associated graphic is
displayed and both are visible. However, after clicking on
the associated graphic slice, both the graphic and its
associated text disappear, and the next text segment
appears. The prototype records the time and object for
every mouse click. During final data analysis the click
traces will augment coded transcriptions of the concur-
rent verbal protocolsthat were recorded as the subjects
progceeded through the process display.
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