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1. {15%) Suppose there are two multivariate normal populations, sav, IT) thal is N, (g, 3} A1
| B d o i ‘:i_\

aned Tl that is Ny ps, 2, where pois the number of variables. Suppose a new ohservation !‘r-'n:\
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Please verily the distribution of {5 #

2. (200 Let Xy, Xy, -+, Xgy be iid N0, 1) rv's, Define

. Xy X, Agnot
E-‘Iﬂ_ { } I I to ’ ; - } A

Xo | X: Xan
V, = XEoXIg...pX?,
and
¥ |-II-"I_1|
Sy = -t;':-.- :

Please find the limiting distribution of 2, .

4. (25%]) From a box comtaining A identical balls marked 1 through N, M balls are drawn
one after another withoul replacement. Let X, denote the munber on the ith ball drawn,
L2, M, 1= M < N, Suppose that we wish to estimate N on the basia of observations
LT PR, S

1) Find the UMVUE of N

(2) Find the MLE of V.

(3} Compare the MSE's of the UMVUT and the MLI,

4. {20%) Let X\, Xy, -+, X, be a sample of size n from LD, 7}, € = ), Show that

I if max{r,. oo, 7.0 = f,
':::'.'[.-"“Iwnj.' , .I.'.,J . { r ] ”;, il

v 00 maxir, e Ty



“w
T ' ‘ EEE e

2w

= oy

s
1-!-.-

is a uniformly most powerful (UMD} test of size o for testing Hy - 6 < 8y apainst 5, 0§ > 6 =
ancl that the test Ig,l
Fid

1 i max(m, wq, -, 3,0 = Gy 01 f,;é

Falty, Lo, Ea) = MAX(T:, o, v, ) = Pper'™ _|§;

o otherwise -

is UMP size o for teating Hj) 0 @ = @) against H @ § & &, E

5. (20%%) Let X takes on the specified values vy,- - v with probabilities 8, - 84, re
spectively, Suppese that X Xy, - X, are independently and identically distributed aa X.
Suppose that @ = (8- ey ) 18 unknown and may range over the set @ = {(#),--- 00
B = 0,1 << k+1, Eﬁ’; = 1}. Let Ny be the number of X; which equal v,

{1) Show that W = |:Jl:"|'T‘_l.. Moo, ) s sufficient for 6.

(21 What ia the distribution of [V, Ne,- N )?
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1. Congider a linear model
Y=Xf+e

whare the X ig a known n ¥ p matrix with rank p, 3 = (1, 2, ...5)" is an unknown
vector of interest, and ¢ = (e, ez, ..., &5 ) i8 2 normally distributed random vector with
mean vectors (0,...,0) and covariance matrix a*ln.

(a) Find UMVU estimates for & and o?. (15 puints)

{(b) Find the least. squares estimates for 5. (5 points)

{¢) Derive the sampling distributions of the estimates that you ohtained in parts (&)
aud (b). (15 points)

9. (Continued) Now remaove the normality assumption in Problem 1. Assume that the

Causs Markov conditions held; that is,
E(e;) =0, forall i,

Var(e) = o2, [or all 4,

amid
Eiege;} =0, for all i # j.

{a) State and prove Gauss-Markov theorem. (20 points)

(L) How do the assumptions impact the answers to parte (a} and (b} of Problem 17
Explain. (10 points)

{¢) How do the assumptions impact the answer o parl (¢} of Problem 17 Explain.
(10 pointe)

3. Consider Lhe one-way layout model,
Vi = Bi+eqs § = Ly, i = 1,0p.

Let & — ELI B fp and o = A - A

(a) Show that if ¢ = 30, oy with the ¢ satisfying }oI_, i = 0, then there are
constants w; such that ¢ = ¥ 1_, wie;. Conversely, show that if ¢ = 5P ) wieay, then
there are constants ¢ satisfving Y0, ¢ = 0 such that ¢ = 31—, ¢ifi. (10 points}
(b} What is Schefi2 idea for simmltaneous confidence intervals of ¢ = 30, oy,
(w61, .., wry)" € RP? (10 points)

(¢} Give the Scheffd-intervals of ¢ = S e, (W, wp)’ € S (5 pointe)
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