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: This paper investigates the empirical relationship between

central bank independence (CBI) and inflation by proposing
a two-stage fitted value approach to a quantile regression
for panel data

models. This approach has several advantages. First,
Franzese (1999) proposes theoretically that the anti-
inflationary effect of CBI 1is heterogeneous and is stronger
when inflation is higher. Our method,

which estimates the anti-inflationary effect of CBI for
various rates of inflation, can expose the conditional
heterogeneity of inflation. Second, a simple two-stage
approach to the quantile regression for panel data models
1s proposed to solve the endogeneity problem by using the
turnover rate of a central bank governor as a measure of
CBI. Third, by exploiting an extensive panel data set, our
empirical findings show that the anti-inflationary effect
of CBI is stronger in higher

inflation episodes, and is weaker in lower inflation
episodes. As we explore this method, the CBI--inflation
relationship becomes more convincing.
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The Anti-Inflationary Effect of Central Bank
Independence: Heterogeneity and Endogeneity

Abstract

This paper investigates the empirical relationship between central bank inde-
pendence (CBI) and inflation by proposing a two-stage fitted value approach to a
quantile regression for panel data models. This approach has several advantages.
First, Franzese (1999) proposes theoretically that the anti-inflationary effect of CBI
is heterogeneous and is stronger when inflation is higher. Our method, which es-
timates the anti-inflationary effect of CBI for various rates of inflation, can expose
the conditional heterogeneity of inflation. Second, a simple two-stage approach to
the quantile regression for panel data models is proposed to solve the endogeneity
problem by using the turnover rate of a central bank governor as a measure of CBI.
Third, by exploiting an extensive panel data set, our empirical findings show that
the anti-inflationary effect of CBI is stronger in higher inflation episodes, and is
weaker in lower inflation episodes. As we explore this method, the CBI-inflation

relationship becomes more convincing.
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1 Introduction

Central bank independence (CBI) refers to the ability of central banks to make de-
cisions that are independent of the government. The degree of CBI affects the rates
at which the money supply and credit expand, and also has an impact on important
aspects of macroeconomic performance. Rogoff (1985) and Lohmann (1992) argue
that conservative central bankers attach substantial weight to inflation-rate stabi-
lization, and to reducing the inflationary bias resulting from the time-inconsistency
problem in their monetary policies. Their theories imply that the effective conser-
vativeness or independence of a central bank reduces inflation. Cukierman (1992)
also points out that the higher the degree of CBI, the more the monetary author-
ity becomes committed to fighting inflation. Thus, independent central banks have
been associated with lower inflation rates.

Franzese (1999) constructs a political-economic model where the observed infla-
tion is a weighted average of “commitment” inflation if the conservative central bank
autonomously controls the monetary policy, and “discretionary” inflation if instead
the current government controls monetary policy, with the degree of CBI weighting
the former. From this model, the anti-inflationary effect of CBI is stronger with
higher discretionary inflation relative to commitment inflation. For example, in a
high-inflation environment, the political economy imposes substantial inflationary
pressure on the government, and the discretionary inflation is higher than the com-
mitment inflation. Thus, the anti-inflationary effect of CBI is stronger in situations
of higher inflation. On the other hand, if the political economy puts minimal infla-
tionary pressure on a government when inflation is low, then the anti-inflationary
effect of CBI is weaker. Therefore, the anti-inflationary effect of CBI is heteroge-
neous at different inflation levels.

The empirical research on the relationship between CBI and inflation is consistent
with the theoretical arguments. Alesina (1988, 1989), Grilli, Masciandaro, and
Tabellini (1991), Alesina and Summers (1993), and Franzese (1999) find evidence
of a negative relationship in developed and industrial countries. Cukierman, Webb,
and Neyapti (1992) observe that the legal indicator of CBI is inversely related to
inflation in industrial countries, but not in developing countries. They propose that
the turnover rate (TOR) of central bank governors is a more appropriate measure
of CBI. Because there may be reverse causality running from inflation to the TOR
index, Cukierman, Webb, and Neyapti (1992) introduce instrumental variables for
TOR to solve the endogeneity problem and find that the effect of CBI on inflation



is negative. Recently, Jacome and Vizquez (2008) and Brumm (2011) have also
considered the likely endogeneity of TOR, and affirm the anti-inflationary effects of
CBI. Dreher, Sturm, and de Haan (2008) use some political and economic factors as
instruments of TOR but find no significant CBI-inflation relationship. In addition,
several studies note that the anti-inflationary effect of CBI is influenced by a few
influential observations. Temple (1998), de Haan and Kooi (2000), Sturm and de
Haan (2001), Bouwman, Jong-A-Pin, and de Haan (2005), Dreher, Sturm, and de
Haan (2008), Lin (2010), and Vuletin and Zhu (2011) find that the CBI-inflation
relationship is not constant and tends to weaken if high-inflation observations are
excluded from the sample. Klomp and de Haan (2010) also confirm empirically that
a heterogeneous model is appropriate for estimating the CBI-inflation relationship.

Both the theoretical and empirical literature point out that the anti-inflationary
effect of CBI is heterogeneous at different inflation levels. Accordingly, our first
contribution is to employ a quantile regression for the panel data model to estimate
the anti-inflationary effect of CBI at various inflation rates in order to expose the
conditional heterogeneity of inflation. The quantile regression ideally uncovers the
relationship between CBI and inflation. We include high-inflation observations and
explore the implications of both the theory and the data. In addition, the use of
TOR leads to endogeneity. Thus, our second contribution is to propose a fitted
value approach for the quantile regression for the panel data model to solve for
the endogeneity problem that occurs when using TOR as a measure of CBI. The
proposed approach is a two-stage estimation procedure. We first obtain the fitted
value of the endogenous variable and we then use it to replace the endogenous
variable of the model.

Finally, we provide an empirical justification for the relationship between CBI
and inflation. In our empirical study, we consider panel data spanning 93 countries
over the period 1974-2010. We also include country fixed effects in all specifications
to remove the impact on inflation resulting from fixed country characteristics that
are potentially correlated with CBI. Our results show that there exists a significantly
positive relationship between TOR and inflation at all inflation levels, i.e., a nega-
tive CBI-inflation relationship for the whole distribution of inflation. In particular,
the anti-inflationary effect of CBI is stronger in high- and middle -inflation episodes
than in low-inflation episodes. The empirical results reveal that the CBI-inflation
relationship is nonlinear and heterogeneous across different inflation levels, which
is consistent with the theoretical argument of Franzese (1999) and several empir-
ical studies (Temple, 1998; de Haan and Kooi, 2000; Sturm and de Haan, 2001;



Bouwman, Jong-A-Pin, and de Haan, 2005; Klomp and de Haan, 2010; Vuletin and
Zhu, 2011). The results are robust to the inclusion of other inflation-related vari-
ables such as openness, the exchange rate regime, political instability, and GDP per
capita. We further explore the robustness of the results by using an alternative mea-
sure of TOR as well as different classifications of fixed exchange rate regimes. We
also consider different unit periods and different sample periods. These robustness
checks provide similar trends for the anti-inflationary effect of CBI. Moreover, the
effect of the heterogeneity of CBI on inflation is robust to various methods adopted
to tackle the problem of endogeneity in relation to TOR.

The remainder of this paper is organized as follows. Section 2 provides the
literature review. The econometric methodology and definitions of the data are
presented in Section 3. In Section 4, we discuss the results and present the robustness
check. In Section 5, we conclude the paper. A list of countries used in this paper is
included in the Appendix.

2 Literature Review

As noted by Kydland and Prescott (1977) and Barro and Gordon (1983), the time
inconsistency problem of monetary policy leads to inflationary bias. Rogoff (1985)
shows that inflationary bias can be reduced by delegating monetary policy to an in-
dependent central bank that attaches greater emphasis to inflation rate stabilization
than employment stabilization. Rogoff (1985) argues that CBI increases the mon-
etary authority’s commitment to fighting inflation, wherein private sector agents
reduce their wage increases, thus lowering inflation. Lohmann (1992) proposes that
the central banker will implement a nonlinear policy rule and reduce the inflationary
bias associated with the time-inconsistency problem of monetary policy. Cukierman
(1992) argues that the independence of central banks from their respective political
authorities can influence the distribution of inflation. He specifies that a higher de-
gree of CBI denotes a stronger commitment on the part of the monetary authority
to fight inflation. Therefore, more independent central banks have been associated
with lower inflation rates.

Franzese (1999) proposes a political-economic model in which monetary policy
is controlled in part by the central bank and in part by the current government; see
also Cukierman (2008). The observed inflation is a weighted average of the “com-

mitment” inflation if the conservative central bank autonomously controls monetary



policy and “discretionary” inflation if instead the current government controls mon-
etary policy, with the degree of CBI weighting the former. From this model, the
anti-inflationary effect of CBI is stronger the higher that the discretionary infla-
tion would have been relative to what the commitment inflation would have been.
Franzese (1999) argues that the anti-inflationary effect of CBI is not constant and de-
pends on the characteristics of the broader political-economic environment in which
the central bank operates. In a high-inflation environment, the political economy
exerts great inflationary pressure on the government, and the discretionary inflation
is higher than the commitment inflation. Therefore, the anti-inflationary effect of
CBI is stronger in cases of higher inflation. On the other hand, the political economy
puts little inflationary pressure on the government during times of low inflation, and
thus the anti-inflationary effect of CBI is weaker. Franzese (1999) provides theo-
retical support to demonstrate that the effect of CBI is heterogeneous and that it
varies across levels of inflation.

Empirical work applied to developed and industrial countries supports the neg-
ative relationship between CBI and inflation. In considering 16 OECD countries
during the period 1973-1985, Alesina (1988) finds that the countries with the most
independent central banks have the lowest inflation, whereas those with the most
dependent central banks have some of the highest inflation rates. Alesina (1989)
obtains similar results for 17 OECD countries during the period 1973-1986. Grilli,
Masciandaro, and Tabellini (1991) compare the monetary regimes of 18 OECD coun-
tries in the period 1950-1989, and show that lower inflation is associated with higher
CBI. In addition, by plotting the cross-country inflation rates for 16 OECD coun-
tries against the CBI measure, Alesina and Summers (1993) verify a nearly perfect
negative correlation between CBI and inflation during 1955-1988. The empirical
results of Franzese (1999) for 18 developed OECD countries in 1972-1990 confirm
that the anti-inflationary effect of any given degree of CBI is greater whenever the
government has a stronger incentive to pursue inflationary policies.

Cukierman, Webb, and Neyapti (1992) find that the legal indicator of CBI is
inversely related to inflation in industrial countries, but not in developing countries,
because legal measures of CBI may not reflect the true relationship between CBI
and inflation. Cukierman, Webb, and Neyapti (1992) argue that the actual average
term in office of a central bank governor may be a better proxy for CBI, and propose
using the TOR of central bank governors as an alternative measure of CBI. Of
particular note, when using the TOR index as the measure of CBI, it is difficult
to determine whether inflation is high because of political interference that leads



to the rapid turnover of central bank officials or because central bank officials are
tossed out when they cannot keep inflation low. Cukierman, Webb, and Neyapti
(1992) recognize the possibility of endogeneity and introduce instrumental variables
for TOR. They find a negative effect of CBI on inflation for 72 countries during
the 1950-1989 period. Dreher, Sturm, and de Haan (2008) use the conditional logit
model for the likelihood that a central bank governor will be replaced in order to take
the endogeneity of TOR into account. They find that the relationship between CBI
and inflation is insignificant for 137 countries covering the period 1970-2004. Jacome
and Vézquez (2008) explore the effect of CBI on inflation in a sample of 24 Latin
American and Caribbean countries during the period 1985-2002. After considering
the likely endogeneity of CBI, they find that CBI has a negative effect on inflation.
Brumm (2011) addresses the endogeneity of the CBI-inflation relationship by using
analysis of covariance structures and finds evidence of a negative relationship for 42
countries during the period from the early 1970s to the mid-1990s.

As noted by several studies, the empirical results of the CBI-inflation relation-
ship are affected by a few influential observations (Dreher, Sturm, and de Haan,
2008). Temple (1998) finds that the relationship between CBI and inflation for
18 countries over the 1974-1994 period is extremely sensitive to influential observa-
tions, and shows that there exists a negative effect of CBI on inflation in high-income
economies. de Haan and Kooi (2000) explore the effect of CBI on inflation in 82
developing countries over the 1980-1989 period, but fail to find any negative effects
of CBI. They find that CBI is related to inflation only if high-inflation countries are
included in the sample. Sturm and de Haan (2001) extend the data of de Haan and
Kooi to include the years 1980-1998 and obtain similar results. Bouwman, Jong-
A-Pin, and de Haan (2005) use the quantile regression method to investigate the
CBlI-inflation relationship in 57 developing countries for the period 1975-1998 and
find evidence of a significant relationship only in the higher quantiles of inflation.
Lin (2010) revisits the CBI-inflation relationship and shows that the relationship
can be positive or negative for different levels of inflation for 44 countries during
1948-1972. Vuletin and Zhu (2011) calculate TOR using a rolling average over
the four years that precede a central bank governor change to purge the sample of
reverse causality concerns. Their empirical results indicate that the CBI-inflation
relationship tends to weaken if the 10% of observations with the highest inflation
rates are excluded for 42 countries during the 1972-2006 period.

Most of the existing literature on the CBl-inflation relationship is based on the

pooled estimation of panel data, which could provide inconsistent and misleading



estimates for the coefficients of interest. Klomp and de Haan (2010) use a random co-
efficient specification of a panel data model to examine to what extent heterogeneity
influences the relationship. While they do not find a significant relationship between
CBI and inflation for more than 100 countries during the years 1980-2005, they do
find evidence of a significant relationship in some developing countries. Klomp and
de Haan (2010) thus suggest that a heterogeneous model is the appropriate model
for estimating the relationship between CBI and inflation.

3 Econometric Methodology and Data

Our analysis of the effect of CBI on inflation involves an estimation procedure based
on the features of quantile regression and panel data models.

3.1 Endogeneity in Panel Data Quantile Regressions

Consider a location-scale shift panel data model, Vi =1,--- N, t=1,---,T,
Yir = ardy + iy 4+ n; + (aodiy + 25,52 )i, (1)

where y;, is a real-valued dependent variable; d;; is an endogenous variable; z;; is a
vector of real-valued, continuously distributed, exogenous explanatory variables; 7;
is the parameter that represents the individual fixed effects; oy, as, f1 and py are
unknown parameters; and w;; is the error term. The fixed effects n; in (1) capture
some sources of the variability, or “unobserved heterogeneity,” that is not adequately
controlled by other regressors in the model. The fixed effect n; is a pure location
shift effect. By construction, d; is an endogenous variable and is correlated with
the error term. The aim of this section is to propose a fitted value approach to deal
with the endogeneity problem in model (1).

First, consider the following regression model where the endogenous explanatory
variable is regressed on the instrumental variable z;:

diy = Zz/‘t’Y + Vi, (2)

where z;; is a vector of the instrumental variable, v is a (dz x 1) vector of unknown
parameters, and v; is a real-valued unobserved random variable. Here, z;; is allowed

to contain the explanatory variable x;. For the identification of the model, it should



be specified that there is at least one component of z; that is not included in x;.
Replacing d;; in (1) by the regression model (2) yields:

! / / /
Yie = 125y + TS+ 0+ aq Vi + aozp i + 0oty + Ty Patis.

Note that the error terms v; and wu; in the above model are independent of the
exogenous explanatory variable x;;, and by construction, v;; and z; in (2) are inde-
pendent. Assuming that u;, is independent of z;, almost surely, we can then obtain
the 7-th conditional quantile function for the above panel data model as follows:

Qui (T|ir, 2it) = (7)Y + 23 B(7) + 1 + e(7),

where a(7) = a1 + @2Qu,, (1), B(T) = 1 + P2Qu,(7), and c(7) = a1 Q,,(7) +
@2Qy,,u;, (7). Note that the fixed effect in our specification does not depend on the
quantile 7, which is more realistic in studying the CBI-inflation relationship.

Second, to identify the estimation procedure used, we need to assume that 4 is
any consistent M-estimator for v in regression (2). The 7-th conditional quantile
function for the panel data model is:

Qui (7|, zit) = (1) 2y + 23, (7) + i + (7). (3)

The penalized quantile regression approach of Koenker (2004) can then be used to
obtain consistent estimators of a(7), 5(7), and ¢(7) in (3), where ¢(7) is viewed as the
coefficient of the constant term. This suggests that the parameters of the quantile
regression for the panel data model can be estimated by a two-stage procedure. The
first stage is to construct a regression of d;; on z; and obtain the fitted value 2,7.
In the second step, the fitted value 2,7 is substituted in place of the endogenous
variable d;;, and the penalized quantile regression approach for panel data models
is used for (3). Therefore, the two-stage estimation corrects for the endogeneity of
the quantile regression for the panel data model by replacing d;; with 2,4 and can
be viewed as a variant of the fitted value approach.

Several studies propose solving similar endogeneity problems using the quantile
regression for panel data models. For example, Arias, Hallock, and Sosa-Escudero
(2001), following the control function approach, suggest a two-stage estimation.
Harding and Lamarche (2009), Galvao and Montes-Rojas (2010), and Galvao (2011)
introduce an instrumental variable quantile regression method for panel data models.
However, the former two papers deal with models where the fixed effect depends

on the quantile, while the latter two papers consider a dynamic panel data model
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without endogenous variables. One of the main contributions of this paper is that
it employs a simple two-stage estimation for quantile regressions using a panel data
model in which the fixed effect does not depend on the quantile.

3.2 Data

The main data set consists of a panel of 93 countries covering the period 1974-2010
using annual data. A list of constituent countries is provided in the Appendix. Fol-
lowing Dreher, Sturm, and de Haan (2008), the dependent variable used in this paper
is transformed inflation, and the explanatory variables include TOR, the interaction
of TOR and the OECD countries’” dummy, trade openness, a fixed exchange rate
regime dummy, political instability, and GDP per capita. Transformed inflation
is defined as Il := (m;/100)/(1 + m;;/100), where 7; is measured by the annual
change in the consumer price index. Trade openness is measured by the ratio of
annual imports plus exports to GDP. The data for inflation, GDP per capita and
trade openness are obtained from the World Bank’s World Development Indicators.
TOR is measured by the frequency of turnover for central bank governors taken
from Dreher, Sturm and de Haan (2008). The fixed exchange rate regime dummy
equals one if the exchange rate is classified as fixed according to the de facto classifi-
cation of exchange rate regimes in Levy-Yeyati and Sturzenegger (2005), and equals
zero otherwise.! The degree of political instability is measured by the first principal
component of the number of assassinations, strikes, guerrilla warfare attacks, major
crises, riots, and revolutions taken from the Databanks International Cross-National
Time-Series Data Archive (2012).

The instrumental variables that we take into account for TOR come from Dreher,
Sturm, and de Haan (2008); they include elections, lagged inflation, the number of
coups, the percentage of veto players who drop, and the average share of the legal
term in office that has elapsed. The number of coups includes both successful and
unsuccessful attempts to overthrow the government (see Powell and Thyne, 2011).
The variable percentage of veto players who drop counts the percentage of veto

players who drop from the government in a given year and is taken from data

!The original data of Levy-Yeyati and Sturzenegger (2005) are updated to 2004. To increase the
data availability, we follow the methodology provided by Levy-Yeyati and Sturzenegger in order to
construct three classification variables, namely, exchange rate volatility, the volatility of exchange
rate changes, and the volatility of reserves, and then identify the de facto exchange rate regime by
a K-means cluster analysis.



provided by Beck et al. (2001). The election variable measures the post-election
period by the part of the year which is within 12 months after a national election.
The average share of the legal term in office that has elapsed is the ratio between the
actual and legal duration of a governor’s term in office taken from Dreher, Sturm
and de Haan (2008). If the governor’s legal term in office is indefinite or unknown,
the term is specified as eight years. All data are updated to 2010.

Table 1 provides basic summary statistics of the data. In panel (A) of Table 1,
the median and the third quartile are 7.99% and 14.99%, respectively. However, the
mean of inflation is 38.85%, which is much larger than the third quartile of infla-
tion. Clearly, the distribution of inflation is right-skewed and the mean is sensitive
to extremely large values. While the estimation result of the mean regression for the
panel data model is sensitive to the extremely large values of inflation, the quan-
tile regression estimation results are robust to extreme values. For the explanatory
variables, the average TOR is 0.21, which implies a change of central bank governor
every four years and nine months on average. Openness has a symmetric distribu-
tion, because its mean and median are close. The average fixed exchange rate regime
dummy is 0.43, which means that about 43% of the sample observations are subject
to a fixed exchange rate regime. The distributions of political instability and GDP
per capita are both right-skewed. Furthermore, all three quantiles of the number of
coups, and the percentage of veto players who drop are equal to 0, which is smaller
than their averages (0.04, and 0.13, respectively). This shows that at least 75% of
their values are at the same level (0) and the averages are sensitive to extremely
large values.

The variables in panels (B) and (C) have similar statistical properties to those in
panel (A). In particular, inflation, openness, and GDP per capita during 1980-2010
are more volatile than during 1990-2010. The TOR, political instability, and coup
variables tend to be lower in value and more stable after 1990, which demonstrates
that the political environment is more stable. As the higher TOR of central bank
governors is indicative of a lower level of CBI, we can see that the independence of
central banks increases after 1990. The characteristics of the remaining variables
result in no clear distinction between the periods 1980-2010 and 1990-2010.



4 Empirical Results

4.1 Benchmark Results

Following the theoretical argument of Franzese (1999), the effect of CBI on in-
flation is heterogeneous at different inflation levels. To account for the varying
anti-inflationary impact of CBI at different inflation levels, we investigate the rela-
tionship between inflation and CBI in a panel quantile model. As discussed in the
Introduction and Section 3, the model captures the CBI-inflation relationship of
interest, controls for unobserved individual heterogeneity, and reveals the heteroge-
neous effects of regressors on the dependent variable.

To fully investigate the relationship between CBI and inflation, we consider sev-
eral inflation-related variables. First, because TOR may not be a good indicator of
CBI in industrial countries (Cukierman, Webb, and Neyapti, 1992; Dreher, Sturm
and de Haan, 2008), we add to the model not only TOR but also its interaction
with an OECD dummy, which is one if a country is developed and zero other-
wise. Second, Romer (1993) argues that trade openness is negatively related to
inflation because the time inconsistency problem of a given monetary policy is less
critical in more open countries. Third, Edwards and Losada (1994), Ghosh et al.
(1997) and Calvo and Végh (1999) all point out that an announced policy of a fixed
exchange rate regime may serve as a commitment technology preventing the govern-
ment from subsequent temptations to follow expansionary macroeconomic policies
and thus lowers inflation. Moreover, Cukierman, Edwards, and Tabellini (1992)
propose that countries with more unstable and polarized political systems will have
less efficient tax structures, and will thus collect a larger fraction of their revenues
through seigniorage. Thus, political instability is considered in the analysis. Finally,
economic growth is also an important inflation-related factor, and the growth rate
of real GDP per capita is considered as an additional control variable. We use the
logarithmic form of the growth rate of real GDP per capita.

When we use TOR as a proxy for CBI to measure its impact on inflation, there
may be a reverse causality that runs from inflation to turnover (Cukierman, Webb,
and Neyapti, 1992). Such causality leads to endogenous bias in the estimation.
Therefore, we take into account the endogeneity problem when examining the CBI-
inflation relationship. In this paper, to deal with the endogeneity and heterogeneity,
we employ a fitted value approach for the quantile regression for the panel data
model using a two-stage estimation procedure. For comparison purposes, we con-
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sidered two-stage least squares estimation as well as within estimation for the tra-
ditional mean regression using the panel data with endogeneity. Table 2 reports the
estimation results of the mean and quantile regressions for the panel data.? Table 2
shows that the mean and quantile regression estimates of TOR on inflation are all
positive. As a higher TOR represents a lower CBI, the empirical results indicate
that CBI is anti-inflationary. The results are in line with most empirical studies as
well as the theoretical studies of Rogoff (1985), Lohmann (1992), and Cukierman
(1992).

Moreover, the coefficients of TOR on inflation are plotted in Figure 1. In the
figure, the horizontal and vertical axes correspondingly denote the quantile and the
coefficients of TOR on inflation. The black solid line depicts the quantile regres-
sion estimates, and the gray dotted lines represent their 95% confidence intervals.
The black dashed line represents the mean regression estimates. Figure 1 shows
that the impact of CBI on inflation has a clear trend. The quantile regression esti-
mates of TOR increase monotonically, along with the quantiles, in magnitude and
significance. That is, the anti-inflationary effects of CBI on inflation are stronger
at high and middle quantiles of inflation, whereas they are smaller at low quantiles
of inflation. As we review the empirical findings, we see that the CBI-inflation
relationship is heterogeneous at different inflation levels. Our results coincide with
those of previous empirical studies, and ideally justify the theoretical argument of
Franzese (1999), which states that the CBI-inflation relationship tends to weaken
if high-inflation observations are excluded. See Temple (1998), de Haan and Kooi
(2000), Sturm and de Haan (2001), Bouwman, Jong-A-Pin, and de Haan (2005) and
Vuletin and Zhu (2011).

When we examine the interaction of TOR and the OECD dummy, both the mean
and quantile regression estimates are negative for all quantiles except for the 0.1 and
0.2 quantiles. These results show that the impact of CBI on inflation is weaker in
OECD countries than in non-OECD countries, which indicates that OECD countries
have ways of overcoming the dynamic inconsistency problem. One interesting finding

2The adjusted t-statistics of the Levin, Lin and Chu (2002) (LLC) test for inflation, lagged
inflation, openness, and GDP per capita are -9.14, -9.04, -1.37, and -1.8, respectively. The adjusted
t-statistics of the Im, Pesaran, and Shin (2003) (IPS) test are -11.88, -13.07, -1.27, and 7.13,
respectively. As we cannot reject the hypothesis that openness and GDP per capita have a unit
root, we thus first-difference these variables and use them as our regressors. Both tests reject the
hypothesis that the first difference of openness has a unit root, which is the same as the result for
GDP per capita.
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is that the estimates of TOR on inflation are homogeneous across quantiles in OECD
countries and are heterogeneous across quantiles in non-OECD countries. In terms
of other inflation-related variables, first, the estimates of openness are insignificantly
positive, which is not consistent with Romer (1993). Second, the exchange rate is an
important factor related to inflation. Many countries have used a fixed exchange rate
regime as a nominal anchor for lowering inflation. The quantile regression estimates
of the fixed exchange rate regime dummy are negative along with the quantiles both
in values and in significance. Here we see that the adoption of a fixed exchange
rate regime is much more effective against inflation in higher inflation episodes, and
this finding is in line with the findings of Edwards and Losada (1994), Ghosh et
al. (1997) and Calvo and Végh (1999). Third, the mean and quantile regression
estimates of political instability are positive, which shows that political instability
is an inflationary factor; see also Cukierman, Edwards, and Tabellini (1992), and
Dreher, Sturm and de Haan (2008). Finally, the estimates of the growth of real GDP
per capita are all negative and they decrease monotonically along with the quantiles.
The negative relationship is also supported by Dreher, Sturm and de Haan (2008),
but not by Sturm and de Haan (2001).

4.2 Robustness Check

Following Dreher, Sturm and de Haan (2008), we define a new measure for TOR,
which equals one if the central bank governor was replaced in a particular year and
country, and zero otherwise. Panel (I) in Table 3 reports TOR estimates with the
new TOR dummy variable. The quantile regression estimates of the effect of TOR
on inflation are positive and increase along with the quantiles. In particular, the
TOR estimates are insignificant at the 0.1-0.3 quantiles, significant at the 5% level
at the 0.4 quantile, and significant at the 1% level at the 0.5-0.9 quantiles. The
empirical results show that the anti-inflationary effect of CBI is heterogeneous at
different inflation levels, and is robust with respect to different measures of TOR.
However, the results of the interaction of TOR and the OECD dummy are mixed;
this may be because TOR is a good proxy for CBI in developing countries, but not
in developed countries (Cukierman, Webb, and Neyapti, 1992).

As an additional test, following Vuletin and Zhu (2011), we use the fixed exchange
rate regime based on the classification of Reinhart and Rogoff (2004) (henceforth
the RR classification) in the model.® Reinhart and Rogoff (2004) classify exchange

3The data are available from http://www.carmenreinhart.com/research/publications-by-
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rate regimes into 14 categories and we define the fixed exchange rate regime dummy
as one if the RR classification lies between 1 and 4, and zero otherwise. Panel
(IT) in Table 3 shows the estimates of TOR with the RR classification for the fixed
exchange rate regime dummy used. According to the results, the quantile regression
estimates of TOR are also positive and increase along with the quantiles. Thus,
the CBI-inflation relationship is robust to different classifications of exchange rate
regimes.

Dreher, Sturm and de Haan (2008) and Arnone et al. (2007) use data based
on five-year averages, and Cukierman, Webb, and Neyapti (1992) use data based
on 10-year averages. This paper uses an annual panel model instead of a panel
with five-year averages. To provide a better comparison, we transform the annual
data into five-year and 10-year averages, and check the robustness of our results.
As shown in panels (III) and (IV) in Table 3, the quantile regression estimates of
TOR increase monotonically along with the quantiles, are statistically significant
at the 0.3-0.9 quantiles for the data transformed into five-year averages, and are
statistically significant at the 0.6-0.9 quantiles for the data transformed into 10-
year averages. The anti-inflationary effect of CBI on inflation is heterogeneous at
different levels of inflation. By using one-year, five-year, and 10-year averages, we
allow for actual independence and changes in institutional characteristics (Vuletin
and Zhu, 2011). Therefore, our results are robust with respect to different unit
periods and moderate institutional change.

Finally, we consider different sample periods of the data. Figure 2 plots the
quantile regression estimates of TOR on inflation over the periods 1980-2010 and
1990-2010. The solid line represents estimates of the data during 1980-2010, and
the dashed line represents estimates of the data during 1990-2010. We find that
the anti-inflationary effect of CBI is stronger in middle- and high-inflation episodes
and weaker in low-inflation episodes, which confirms the robustness of our results.
Furthermore, Franzese (1999) finds that several anti-inflationary factors, such as
trade openness and the strength of the financial sector, become stronger and more
stable with time, and CBI plays a less important role in restraining inflation. Fig-
ure 2 shows that the anti-inflationary effects of CBI during 1990-2010 are lower than
those during 1980-2010, which is consistent with the findings of Franzese (1999).

topic/exchange-rates-and-dollarization/.
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4.3 The Endogeneity of TOR

We use instrumental variables for the endogeneity problem of TOR. As described
before, the average share of the legal term in office that has elapsed is the ratio
between the actual and legal duration of a governor’s term in office. If the legal
term in office of a governor is indefinite or unknown, then the term is specified as
the maximum, which is eight years. Following Dreher, Sturm and de Haan (2008),
two alternatives of the legal term are (1) the average term in office in the whole
sample, and (2) the average legal term in those countries where central bank law
specifies a governor’s term in office. The former is 3.7 years and the latter is five
years. Panels (I) and (II) in Table 4 present TOR estimates with the two alternatives
being used. Both panels show that the regression estimates of TOR on inflation are
significant in middle- and high-inflation episodes and insignificant in low-inflation
episodes. CBI remains more anti-inflationary as inflation becomes higher.

Instead of using instrumental variables to solve the endogeneity problem, Klomp
and de Haan (2010) and Vuletin and Zhu (2011) employ a rolling average of TOR
over the preceding years to replace the current TOR. Using this method, we do not
include current or future turnovers of central bank governors in the calculation of
the current value of TOR, so that we avoid reverse causality concerns. We follow
Klomp and de Haan (2010) and Vuletin and Zhu (2011) and set the length of the
windows equal to four years. Without using the instrumental variable method, we
use Koenker’s (2004) ordinary quantile regression for the panel data model and
within estimation. Panel (IIT) in Table 4 reports the estimates of TOR and shows
that the quantile regression estimates of TOR are positive and increase along with
the quantiles. The results are similar to the benchmark results. Thus, the CBI-
inflation relationship is robust to various methods used to deal with the endogeneity
problem.

5 Conclusions

This paper proposed a fitted value approach to quantile regressions for panel data
models to examine the CBI-inflation relationship. With this we attempted to solve
the possible endogeneity problem by using the TOR index as a measure of CBI. The
econometric method proposed in this paper demonstrates a fruitfully exploitable al-
ternative compromise. Moreover, both the theoretical and empirical literature point
out that the anti-inflationary effect of CBI is heterogeneous at different inflation lev-

14



els. By exploiting an extensive panel data set, the findings in this paper imply that
CBI is more anti-inflationary in cases of higher inflation rates. This paper provided
an empirical justification for the heterogeneous anti-inflationary characteristics of
CBI. The relationship between CBI and inflation becomes more convincing when
the panel quantile model with a fitted value approach is used.
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Appendix: List of Countries

Albaniat

Australia*  §
Barbados™ t §
Bhutan™ { §
Bulgaria

China

Croatiaf

Dominican Rep.* t §
Equatorial Guinea* { §
France* t §

Ghana* | §
Guyanaf

Iceland™ | §

Ireland

Japan* { §

South Korea™ t §
Lithuaniaf
Malaysia® 1 §
Mongoliaf
Netherlands™* T §
Norway™ 1 §

Peru* 1 §

Qatar

Saudi Arabia* { §
Solomon Islands*
Sudan™* } §
Switzerland* | §
Trinidad and Tobago™ {
Ukraine

Zambia* T §

Algeria* t §
Austria* t §
Belarus

Bolivia* 1 §
Burundi* § §
Colombia* 1 §
Cyprus® 1 §
Ecuador® t §
Estoniaf
Gambia* T §
Greece™ 1 §
Haiti* t §

India* 1 §

Israel® 7 §
Jordan™ T §
Latvia
Luxembourg
Malta* § §
Morocco* t §
New Zealand* 1 §
Pakistan® } §
Philippines™ { §
Romania* t §
Singapore* t §
South Africa* { §
Suriname* t §
Syria* T §
Tunisia* T §
United States™ T §
Zimbabwe* T §

Argentina* t §
Bahamas™* { §
Belgium* 1 §
Botswana*  §
Canada* 1 §

Congo, Dem. Rep.* } §
Czech Rep.t

Egypt™ 1 §
Ethiopia* } §
Georgia
Guatemala® { §
Honduras™ t §
Indonesia* 1 §
Italy* 1§
Kazakhstan
Lesotho* 1 §
Madagascar™ 1 §
Mauritius* 1 §
Mozambique*
Nicaragua

Papua New Guinea™ t §
Poland* 1 §
Russian Federationf
Slovakiaf

Spain*  §
Swaziland* 1 §
Tanzania® 1 §
Turkey™ 1 §
Uruguay™* t §

Armeniat
Bahrain® 1 §
Belize* | §
Brazil* | §

Central African Rep.* T §

Costa Rica* 1 §
Denmark™* t §
El Salvador* t §
Finland* t §

Germany™ t

Guinea-Bissau® 1 §

Hungary
Iran* § §
Jamaica* 1§
Kenya* 1 §
Libya
Malawi* t §
Mexico* § §
Nepal* 1 §
Nigeria® 1 §
Paraguay™* 1 §
Portugal* 1 §
Rwanda*
Sloveniaf

Sri Lanka™ t §
Sweden* 1 §
Thailand™  §
Uganda™® t §
Yemen, Rep.

Note 1: All 118 countries are used in the analysis over the period 1990-2010.

Note 2: * and T indicate the countries used over the period 1974-2010 and 1980-2010, respec-

tively.
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Note 3: § indicates the countries used when using the RR classification for the fixed exchange

rate regime.
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22

0.8

0.9



0.50

0.45

0.40

035

0.30

0.25

0.20

0.15

0.10

0.05 —

e ——— —
0.00
0.1 0.2 03 04 0.5 0.6 0.7 0.8 0.9
quantile

Figure 2: The Impacts of TOR on Inflation for 1980-2010 and 1990-2010

23



Table 1: Summary Statistics

Mean Q1 Median Q3 S.E. Min Max
(A) 93 countries (1974-2010)
Inflation rate (%) 38.85 3.40 7.99 14.99 504.13 -17.64 23,773.13
TOR 0.21 0.00 0.00 0.00 0.45 0.00 4.00
Openness (%) 72.27 43.23 62.09 88.67 47.89 6.32 460.47
Fixed exchange rate regime dummy 0.43 0.00 0.00 1.00 0.50 0.00 1.00
Political instability 0.19 -0.67 -0.67 0.25 1.66 -0.67 15.40
GDP per capita 6,935.25 594.98 2/125.03 10,749.32  9,156.07  82.67  41,904.21
Coup 0.04 0.00 0.00 0.00 0.22 0.00 4.00
Share of veto players who drop 0.13 0.00 0.00 0.00 0.29 0.00 1.00
Election 0.24 0.00 0.00 0.50 0.33 0.00 1.00
Share of term elapsed 0.65 0.13 0.40 0.88 0.72 0.00 5.60
(B) 104 countries (1980-2010)
Inflation rate (%) 44.02 2.95 7.00 13.79 534.59 -17.64 23,773.13
TOR 0.20 0.00 0.00 0.00 0.44 0.00 4.00
Openness (%) 76.37 45.86 65.58 95.58 48.90 6.32 460.47
Fixed exchange rate regime dummy 0.40 0.00 0.00 1.00 0.49 0.00 1.00
Political instability 0.12 -0.67 -0.67 0.25 1.53 -0.67 15.40
GDP per capita 6,908.80 627.12 2,171.30  9,757.44 9,216.92  82.67 41,904.21
Coup 0.03 0.00 0.00 0.00 0.19 0.00 4.00
Share of veto players who drop 0.13 0.00 0.00 0.00 0.29 0.00 1.00
Election 0.26 0.00 0.00 0.50 0.33 0.00 1.00
Share of term elapsed 0.64 0.14 0.40 0.88 0.71 0.00 5.60
(C) 118 countries (1990-2010)
Inflation rate (%) 44.05 2.53 5.74 11.62 550.93 -9.80  23,773.13
TOR 0.19 0.00 0.00 0.00 0.42 0.00 3.00
Openness (%) 82.78 50.95 71.75 101.76 50.11 10.83 460.47
Fixed exchange rate regime dummy 0.40 0.00 0.00 1.00 0.49 0.00 1.00
Political instability 0.03 -0.67 -0.67 0.24 1.38 -0.67 14.87
GDP per capita 7,388.39 728.84 2,359.52  9,649.13 10,247.49 82.67 56,388.99
Coup 0.02 0.00 0.00 0.00 0.15 0.00 2.00
Share of veto players who drop 0.13 0.00 0.00 0.00 0.28 0.00 1.00
Election 0.26 0.00 0.00 0.50 0.33 0.00 1.00
Share of term elapsed 0.64 0.17 0.43 0.88 0.67 0.00 4.83

Sources: Dreher, Sturm and de Haan (2008), World Development Indicators, International Financial
Statistics, Cross-National Time-Series Data Archive (2012), Beck et al. (2001), and Powell and Thyne

(2011).
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