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Abstract

We study a diffusive SIS model for a disease that the infectives recover with no
immunity against reinfection. Such a SIS model does not enjoy the comparison princi-
ple. We analytically show that there exists a family of traveling waves connecting the
endemic equilibrium with the disease-free equilibrium.

Key Words: SIS model. Traveling wave. Spreading speed. Super/sub-solution, Schauder
fixed point theorem

1 Introduction

In this paper, we consider a diffusive SIS model for a disease that the infectives recover
without immunity against reinfection. To be precise, let S = S(x,t) represent the number at
time ¢ and position z of individuals who are susceptible to the disease, and I = I(z,t) denote
the number at time ¢ and position z of infected individuals who can spread the disease by
contacting with susceptible individuals. Then the model reads:

Sy = 0Sys + pA — BST — S + 1, (1.1a)
I, =1, + B8SI — ul —~I — kI. (1.1b)

Here the parameters A, u, 8, and 7 are positive constants. Moreover, the constant uA is
the recruitment rate of the susceptible population S, 3 is the contact rate, v is the recovery
rate of the infective population, u is the natural death rate for both the susceptible and the
infective population, and « is the rate of the infective population dying from infection. The
constant A can be interpreted as a carrying capacity, or maximum possible population size.
Finally, the parameter 0 is the ratio of the diffusion rate of the susceptible population to
that of the infective population. This model can be used to describe transmission of diseases
such as sexual transmitted disease, plague, and meningitis.
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Note that if the quantity

__BA
oy tutk
then system (1.1) has only one equilibrium point: (A, 0), which is called the disease-free
equilibrium. On the other hand, if Ry > 1 then system (1.1) has the second equilibrium
point: (s*,4*), where

Roi <1

. BtYtE o (A =5T)
s =— and " == ——=
5 p+ K

which is called the endemic-equilibrium. Furthermore, with a local analysis, one can verify

that the disease-free equilibrium (A,0) is a saddle point of the kinetic equation of sys-

tem (1.1)(i.e., system (1.1) without diffusion), while the endemic-equilibrium (s*,i*) is a

stable node of the kinetic equation of system (1.1). This observation suggests that if Ry < 1,

the infection should die out, while if Ry > 1, the infection will spread. In epidemiology, the

quantity Ry is called the basic reproduction number. Since we are concerned with spread of
the infection, throughout this paper, we always assume that Ry > 1.

Numerical simulations show that by locally introducing an amount of the infective pop-
ulation into the area which is inhabited by the susceptible population at the level of the
carrying capacity A, the corresponding solution evolves into a pair of diverging travelling
waves propagating outwards from the initial zone. In the present paper, we shall analytically
show the existence of traveling wave solutions of system (1.1).

A traveling wave solution of system (1.1) is a solution of system (1.1) of the form

)

(S(z,t),I(x,t)) = (s(2),i(2)), z=uz+ct,

with the boundary condition (s,i)(4+00) = (s*,i*) and (s,7)(—o00) = (A,0). Here the wave
speed c is a constant to be determined and the wave profile (s,i) € C?(R) x C*(R) is a pair
of nonnegative functions. Upon substituting the ansatz on (s,i) into (1.1), the governing
system for (s, i) reads:

05" —cs' + (A — s) — Bsi + i =0, (1.2a)
i"—ci'+Bsi— (u+vy+k)i=0 (1.2b)

on R, together with the boundary conditions
(s,1)(+00) = (s%,1%),  (s,4)(—00) = (A,0). (1.3)

Here the prime indicates differentiation with respect to z. Now we are in a position to state
the main result on the existence of traveling waves of system (1.1) as follows:

Theorem 1.1 (Existence of traveling waves)

(I) For each ¢ < ¢pin = 2+/BAN — v — . — K, there are no nonnegative solutions (s,i) of
system (1.2)-(1.3).

(IT) For each ¢ > cpin, system (1.2)-(1.3) admits a nonnegative solution (s,i) with the
following properties:



(i) v/B <s< A and i > 0 over R.
(ii) There exists a v* > 0 such that there hold

(a) if v € (0,~%), then the solution (s,i) approaches (s*,i*) monotonically for
large z.

(b) if v > ~*, then the solution (s,i) has exponentially damped oscillations about
(s*,4*) for large z.

(iii) We have i(z) = O(e*?) as 2 — —oo, where X is given by

A=) = '|:C—\/02—4(BA—’)/—/L—/<L) : (1.4)

N | —

We make two comments on Theorem 1.1. First, the minimal speed c¢,,;, of traveling waves
of system (1.1) is independent of the ratio § of the diffusion rates. Second, due to the lack
of uniform bound of the 7-component of traveling wave for ¢ close to ¢,,;,, we are unable to
show the existence of critical waves (i.e., waves with speed ¢ = ¢,,3,). We left this question
for our future study.

Finally, we outline the method for the proof of main results. We will follow the framework
of our previous work [7] to establish Theorem 1.1 whose idea is based on [3]. Note that our
previous work [7] can only be applied to system (1.1) with v = 0. There are two main steps
for the methods in [7]. First, we need to construct a pair of coupled super/sub-solutions of
system (1.1), then use this set of super/sub-solutions to derive the existence of the solution
of the truncated problem associated with system (1.2), and then, by passing to the limit, get
a candidate solution (s,7) for the traveling wave solution of system (1.2). Second, in order
to verify that the candidate solution (s, i) satisfies the boundary condition at the infinity,
we need to derive the estimates of the derivative of (s,7) and the boundedness of the i-
component, and then apply the LaSalle’s theorem to get that (s,7) satisfies the boundary
condition at infinity. The first step is different from that in [7] since we use the super-
solution to set up the boundary condition for the truncated problem. The second step is a
slight modification of that in [7]. Hence for the proof of the second step, we will only sketch
the main ingredients, and refer the readers to [7] for more details. We remark that due to
the lack of comparison principle of system (1.1), the construction of the sub-solution is based
on the super-solution, not on the traveling waves.

This paper is organized as follows. In Sec. 2, we first construct the coupled pairs of
super /sub-solutions, and then use this set of super/sub-solutions and Schauder fix point
theorem to establish the solution of truncated problem of system (1.1) on the finite interval
[—1,1]. Finally, by passing to the limit [ — oo, we obtain a solution (s,7) of system (1.1) on
R with the condition (s,7)(—o0) = (A,0) which is a candidate solution for traveling waves
of system (1.1). In Sec. 3, we verify that the candidate solution (s,4) obtained in Sec. 2 is
indeed a traveling wave solutions of system (1.1). Finally, some auxiliary lemmas are given
in the appendix.



2 Property of waves and construction of a candidate
of traveling waves

2.1 The minimal speed and decay rate of waves

We first establish the assertion of Theorem 1.1 (I) and the decay rate of the i-component of
waves near infinity.

Lemma 2.1 Suppose that (s,i) is a nonnegative solution of system (1.2)-(1.3). Then we
have

(i) ¢ > Cmin, and

(ii) For ¢ > Cmin, i(2) = O(e*?) as z — —oo where X is given by
1
:§-<c:|:\/02 4(BA —~v — u—n))

Proof. Linearizing (1.2) around (A, 0) yields the equations

§s" — s’ — us — (BA — )i =0, (2.1a)
"=+ (BA—p—v—k)i=0. (2.1b)
Note that (2.1b) has two eigenvalues
1
)\1:—~(c—\/c2 4(BA — v — /J—/i)) )\2:§~<c+\/62—4(6/\—’y—u—/§)>.

For contradiction, we assume |c| < 2v/SA — v — p — k holds. Then A; and Ay form a com-
plex conjugate pair. This suggests that i(z) cannot be of the same sign for z for large
—z, a contradiction. Hence we have |c| > 2v/BA —~v — u — k. Next we suppose that ¢ <
—2¢/BN — v — i — k. Then we have \; > 0, i = 1,2, and so i(z) is unbounded as z — —o0,
which is a contradiction. Taken together, we can conclude ¢ > ¢,i = 2¢v/BA — 7 — u — K,
which completes the proof of assertion (i).

Finally, the assertion (ii) follows from the above linearized equation and the definitions
of A1 and Ay. This completes the proof of this lemma. O

In the remaining of this section, we will construct a candidate of non-critical waves and
hence we always assume that ¢ > ¢,,ip.

2.2  Super/sub-solutions

In this subsection, we will construct a pair of super- and sub-solutions (s*,i*)

with, we give the definition of super- and sub-solutions of (1.2).

. To begin

Definition 2.1 (s*,i%) and (s7,i7) are called a pair of super- and sub-solutions of (1.2) if
st,it, s7, 17 are nonnegative continuous functions and satisfy

5(st)'(2) — e(s7) () + plA — 57 (2)) — Bs*(2)i (2) < 0,
8(s7)"(2) — e(s) (=) + plA — 57 (2)) — Bs™(2)i () > 0,
(i)"(2) = e(i%) () + Bs™ (2)i* (2) — (v + p+ K)i* () < 0

( ( )it (2)
(i7)"(2) = (i) (2) + B~ (2)i (2) = (Y + )i~ (2) =

4

I\



except for finitely many points of z in R.

The idea of the construction of the super/sub-solutions is motivated by [3]. Specifically,
we first construct the s-component of the super-solution s™. Then we use s* to construct
the i-component of the super-solution 7™, which is immediately employed to construct the
s-component of the sub-solution s~. The s~ is in turn used to generate the i-component of
the sub-solution i~.

To construct the super/sub-solutions, we select 0 < o« < min{c/d,\;} and 0 < 1 <
min{a, Ay — A1} such that

c—da >0, (2.2)

M—a>0,1n7—a<0,and P(A; +7) < 0. In view of the fact that e€*1=%% — 0 as z — —o0,
there exists zp < 0 such that
P10z < %,Vz < 2.

Hence we have

pe® > Bit(z),Vz < 2o (2.3)
and
M = Ae™** > A. (2.4)
Finally, we pick
M BM
L - 2.5
> (3 P, 2.5)

and set z; = —In L/n. Note that z; < zp < 0 since zg = —In M/a, L > M, and 1 < «.
Now we define four nonnegative continuous functions s, s=, i*, and i~ as follows:

st(z) :

s~ (2) =

A,
A — Me**, 2z < z,
{ 0, z > 2y,
it (2) = e,
- eM? — LeWitmz 5 < o
! (z).:{()? z > 2.

It is obvious that s*(z) satisfies the inequality
0(sT)"(2) —e(sT) (2) + (A — s7(2)) — BsT(2)i"(2) <0 (2.6)

for all z € R. In the following, we will show that (sT,i%) and (s7,77) are a pair of upper
and lower solutions of (1.2) .

Lemma 2.2 The function i*(z) satisfies the equation
(i) "(2) = (i) (2) + BsT(2)iT(2) — (v + p+ )i (2) = 0 (2.7)

for all z € R, where the prime denotes the differentiation with respect to z.



Proof. Since P(\) = 0, it follows that

(%) (2) — (i) (2) + Bst(2)iT(2) = (v + p+ )i (2) = P(A1) -i*(2) = 0,Vz € R.
[

In the sequel, we retain the notation zj.

Lemma 2.3 The function s~ (2)} satisfies the inequality

0(s7)"(2) = e(s7) (2) + p(A = s7(2)) = Bs(2)i"(2) = 0 (2.8)
for all z # z.
Proof. For z > z, the inequality (2.8) follows from s (z) = 0 in (zp,00). For z < z,
s (z) = A — Me**, and hence A — s~ (z) = Me**. Together with the fact that s~ (z) < A,
we can use deduce
0(s7)"(2) —e(s7)'(2) + (A s (
Ma(e —da)e™ + uMe** — BAi (Z)
Ma(c — da)e® + M (pe® — ﬁz (z)) (by (2.3))
0. (by (2.2) and (2.4))
Hence (2.8) holds. 0

(AVARAVARIV]

In the sequel, we retain the notation z; and L.
Lemma 2.4 The function i~ (z) salisfies the inequality
(i7)"(2) = (i) (2) + Bs™(2)i(2) = (y + p+ )i (2) 2 0 (2.9)
for all z # 2.

Proof. For z > z, the inequality (2.9) follows from i~ (z) = 0 in (21,00). For z < z,
i~(2) = it(2) — Le®1*M2 and s7(2) = A — Me®*. Then we have

(7) () = (i")'(2) = (A + ) LeP 7%,
(7)"(2) = ()"(2) = (w4 m)*Le %,
and
s~ (2)i7(2)
= (A= Me™) (it(z) — Letm?)
> Ait(z) — Me@tNz — ALtz
Together with (2.7) and definition of P, we get
(i7)"(2) = (@) (2) + Bs™ (2)i” (2) = (Y + + K)i™ (2)
> eitnr[— P()\l +n)L — BMel* ]
> 0. (bye@™# <1 and (2.5))

This completes the proof of this lemma. U



2.3 A truncated problem

In this subsection, we will use the super/sub solutions established in Sec. 2.2 to construct the
solutions of the truncated problem of system (1.2)-(1.3). With the aid of the solution of the
truncated problem, we can use the limiting process to obtain a solution (s, ) of system (1.2)
satisfying (s,7)(—o0) = (A,0) which can be a good candidate of traveling wave solutions of
system (1.1).

Let | > z;. We consider the following truncated problem

0s" —es' + (A=) —Bsi+vi=0 in (=1,1), (2.10a)
" —ci'+ Bsi — (y+pu+r)i=0 in (=1,1), (2.10b)

together with the boundary conditions

(s,)(=1) = (s",i")(=0),  (s,0)(1) = (s7,i")(D). (2.11)

In the remaining of this subsection, we will employ the Schauder fixed point theorem to
establish the existence of solutions of (2.10)-(2.11). To do this, we set [; := [—[,[] and
X :=C(I;) x C(I;). Define the working space

E:={(s,i)eX|s <s<st=Aandi <i<i'in [},

which is a closed convex set in the Banach space X equipped with the norm ||(f1, f2)||lx =
| filley + | f2llew)- Since s~ and i~ are nonnegative, it follows that s > 0 and ¢ > 0 for
any (s,i) € E. Next, we define the mapping FE — E as follows: given (sg, i) € F, set

.F(So,io) = (S,i),
where (s, 1) is the solution of the boundary value problem

0s" — s’ + p(A — s) — Bsig +vip=0 in (=1,1), (2.12a)
i"—ci' + Bsgio — (v +p+ k)i =0 in (=1,1), (2.12Db)

(s,0)(=1) = (sT,i") (=), (s,9)(1) = (sT,i)(D). (2.12¢)

Note that any fixed point of F is a solution of the problem (2.10)-(2.11). Hence in order to
solve the problem (2.10)-(2.11), it suffices to verify that the mapping F satisfies the condition
of the Schauder fixed point theorem. We will do this in the remaining part of this subsection.

Lemma 2.5 The mapping F is well-defined; that is, for a given (so,i9) € E, there exists
a unique solution (s,i) to the boundary value problem (2.12). Moreover, s~ < s < s and
i <i<itinlI,.

Proof. Since system (2.12) is not a coupled system and the equations (2.12a) and (2.12b)
are inhomogeneous linear equations, the existence and uniqueness to the boundary value
problem (2.12) can be easily obtained by [8, Theorem 3.1 of Chapter 12]. Moreover, since
08" —cs' — (u+ Pig)s = —puA — vig < 0 on (—1,1) and s(£l) = sT(£l) = A > 0, it follows
from the maximum principle that s > 0 over [;. Similarly, one can deduce that ¢ > 0 over I;.



Next we claim that s < s < s' in I;. Note that — < 0 < z5 < z; < [. To show that
s~ < s in I;, we recall that ip < it and ig > 0. Together with (2.12a), we deduce that

6s" —cs' + pu(A —s) — Bsit < 0in (=1,1). (2.13)

Then (2.8) and (2.13) imply that the function w; := s—s~ satisfies dw{ —cw] —(u+GiT)w; <0
in (zp,0). In addition, from (2.12c) and the fact s(zp) > 0 and s~ (29) = 0, we know that
wi(29) > 0 and wq (1) = sT(1) —s~(I) > 0. Hence the maximum principle asserts that w; > 0
in [zo,!], which implies that s= < s in [z,!]. Together with the fact that s~ =0 < s in
[—1, 2], we get s~ < s in [—[,{]. Now we show that s < s* in I;. Recalling that st = A and
noting that v < SA, one can easily see that st satisfies

§(sT)" —c(sT) + u(A —sT) — Bstig +7ip <0 in (=1,1).

Since sT(£l) = s(&l), we can use a similar argument as the proof for s~ < s in [z, ] to get
that s < st in 1.
Finally, we claim that i~ <4 <% on ;. Since

s 1 S Soio S Ai+,
so that
"=+ BsTiT—(v+p+k)I<O0 (2.14)

and
i"—ci' + AT — (y+pu+K)i >0 (2.15)

for all z in (—[,1). Now we consider the function wy = i —i~. From (2.12¢) and the fact
i(z1) > 0and i~ (z1) = 0, we know that ws(21) > 0 and we(l) = i*(I)—i~(I) > 0. In addition,
(2.9) and (2.14) give that wj(z) — cwh(2) — (v + p + K)wa(z) <0 for all z € (21,1). Then it
follows from the maximum principle that wy > 0 in [21,[]. This implies that i~ <7 in [z, ].
Together with the fact that i~ =0 < in [—[, z1], we get i~ <4 in [;. Similarly, noting that
it (£l) = i(£l), one can easily use (2.15) and the maximum principle to deduce that ¢ < i+
in I;. Hence the proof of this lemma is completed. U

Lemma 2.6 F s a continuous mapping.
Proof. For given (sg,io) and ($p,10) in E, let

(s,1) = F(s0,i0) and (5,7) = F(50,10). (2.16)
Consider the function w; := s — 5. With a straightforward computation, one can verify that

wi (=) =wy(l) =0 and

where

Fi(z) = —(u+ Bio(2)/6 and I (2) = £(65(2) ) (io(2) — in(=) -



Since 0 < iy <" < [[iT||o,) = e and 0 < § < sT = A, it follows that
—C1 < fi<0and |hy| < Cy - |ig — i~()||C(Il)7

where Cy := (u + Be) /5, Cy := (BA +v)/6. Then from Lemma A.1 in the appendix, it
follows that there exists a positive constant C3, depending only on C1, 9, ¢, and [, such that

lwille) < CoCs - |lio — tollem),
which, together with definition of wy, implies that
s = 3llowy < C2Cs - llio — iollow,- (2.17)

Next, consider the function wy = i —i. Again, with a straightforward computation, it follows
that wy satisfies wo(—1) = ws(l) = 0 and

wy — cwy — (7 + pr+ K)we = hy(2),

where 3 .
hg = 5i0(5~0 — 80) + 580(i0 — Zo) (218)
Since 0 < iy < [|it ||,y = M and 0 < sy < A, we deduce from (2.18) that
[ha| < Beso — Solleq + BAllio — wllcqm.

Then Lemma A.1 in the appendix asserts that there exists a positive constant Cy, depending
only on v, u, Kk, 3, ¢, A, A\, and [, such that

lwallomy < Ci (llso = Sollew) + lio — dollow)) -
which, together with definition of ws, implies that

li = 2llemy < Ca(llso = Sollow) + llio — dollowm) - (2.19)
Finally, we use (2.16), (2.17), (2.19), and definition of the norm || - ||x to deduce that

I F (s0,90) — F (S0, 0) | x
= I(s,i) — (5,7) || x
= |ls = 3lloay + lli = illea
< Cs(lls0 = Sollow + lio = tolleq)
= Cs|/(s0,%0) — (S0, 70) | x (2.20)

where C5 = CyC5 + Cy. Thus, for a given € > 0, we choose 0 < oy < €/C5. Then, by (2.20),
we have

| F (s0,70) — F(S0,70)||x < €,

for any (sg,i0), (S0,%0) € E such that ||(so,70) — (So,%0)||x < o1. This implies that F is a
continuous mapping, thereby completing the proof of this lemma. O

9



Lemma 2.7 F s precompact.

Proof. The proof of this lemma are standard. We follows the proof of [7, Lemma 2.7].

For a given sequence {(So.n,%0.n) nen in E, let (sp,4,) = F(Somn,t0n). Then Lemma 2.5
yields that (s,,4,) € E. Since 0 < s~ < st =A and 0 <i~ < it <eMin [, it follows from
definition of the set E that the sequences

{SO,n}a {iO,n}a {sn}, {in}, {SO,niO,n}a and {SniO,n}

are uniformly bounded in [;. Then, in view of Lemma A.2 in the appendix, we have that

the sequences
{sn} and {7},

are also uniformly bounded in ;. Hence Arzela-Ascoli theorem asserts that there exists a
subsequence {(sy;,%n;)} of {(s,,%,)} such that

(Snj7i77/j) - (Sa i)a

uniformly in [; as j — oo, for some (s,7) € E. This implies that the set F(FE) is compact in
E and hence that F is precompact. This establishes the assertion of this lemma. U

Finally, with the aid of Lemma 2.5-Lemma 2.7, we can apply the Schauder fixed point
theorem to conclude that F has a fixed point (s;,7;), which is a nonnegative solution of
system (2.10)-(2.11) satisfying 0 < s~ < s, < st =Aand 0 < i~ <4, <i" on I;. Indeed,
s; > /B on I;. To see this, we note that s := ~/ satisfies

5§// _ C§/ ‘l‘M(A _§) — B§2 —{—’yZ >0 n (—l,l), (221)

where we have used the fact A > v/5. Let w := s; — s. Then, using (2.10a) and (2.21), we
deduce that

dw"” —cw' — (p+ Bi)w <0 in (=1,1).
In addition, since A > ~/f, it follows from (2.11) that w(=+l) = s;(£l)—s(£l) = A—~/5 > 0.
Then it follows from the maximum principle that w > 0 and so s; > s on [;. Hence s; > v/f3

on [;. From the above discussion, we have the following existence result for the truncated
problem (2.10)-(2.11).

Lemma 2.8 System (2.10)-(2.11) admits a solution (s;,1;) on I. Moreover,
v/B <max{y/B,s }<s<st=Aand0<i <i <i' (2.22)

on 1.

2.4 The construction of a candidate of traveling waves

In this subsection, we use the solution (s;,7;) of the truncated problem (2.10)-(2.11) and
the limiting argument to obtain a solution (s, ) of system (1.2) satisfying (s,7)(—o0) = (A, 0).
Hence if we could show that (s,i)(4+00) = (s*,i*), then (s,7) must be a traveling wave of
system (1.1). Thus this observation would suggest that (s, 1) is a good candidate of traveling
wave solutions of system (1.1). The condition that (s,i)(4+00) = (s*,i*) will be verified in
Sec. 3. Now we have the following lemma.

10



Lemma 2.9 If ¢ > c¢pin, then system (1.2) admits a solution (s,i) on R satisfying v/5 <
s <A andi>0 overR, i(z) = O(e*) as 2 — —o0, where \ is given by (1.4), and

(5,4)(—00) = (A,0) and (s',4")(—o0) = (0,0).

Proof. Let {l,}nen be an increasing sequence in (z1,00) such that I, — oo as n — oo and
let (spn,in), n € N, be a solution of system (2.10)-(2.11) with [ = [,. For any fixed N € N,
since the function i is bounded above in [—ly, ly], it follows from (2.22) that the sequences

{Sn}nZNa {Z.n}nZNa and {Snin}nZN

are uniformly bounded in [—Iy, {x]|. Then we can use Lemma A.2 to infer that the sequences

{sntnen and {i; }n>n
are also uniformly bounded in [—ly,{xy]|. Using (2.10), we can express s and i/ in terms of

Sn,y in, s, and i/ . Differentiating (2.10), we can use the resulting equations to express s/’

n
and i in terms of s, i,, s, ., s and ¢. Consequently, the sequences

n’ n’
{50 nzn At nzn, {8 bnen and {4 b n

are uniformly bounded in [—ly,ly]. With the aid of Arzela-Ascoli theorem, we can use a
diagonal process to get a subsequence {(sy;,%n;)} of {(sy,%,)} such that

/ / 1 "
Sn; = 8,8, = 8,5, =S,

and
. Y A/ -/
bny = Uy, = 0,0, — 1,

uniformly in any compact interval of R as n — oo, for some functions s and 7 in C*(R).
Then it is easy to see that (s,7) is a nonnegative solution of system (1.2) and satisfies

v/B <max{y/B,s } <s<st=Aand 0<i <i<it (2.23)

over R. From definitions of s~ and i*, we see that s~ (z) — A and i"(2) = 0 as z — —oc.
This, together with (2.23), implies that

(s,1)(—o00) = (A,0), (2.24)

and i(z) = O(e**) as z — —oo, where \ is given by (1.4).
Furthermore, we claim that v/ < s < A and i > 0 over R, and

(s',i)(—00) = (0,0). (2.25)

For contradiction, we assume that i(Z;) = 0 for some z; € R. Then #/(2;) = 0. Therefore the
uniqueness gives that ¢ = 0, which contradicts the fact that ¢ > i~ > 0 on (—o00, z1). Hence
1 > 0 over R. To prove s < A over R, we also use a contradictory argument and assume that
s(22) = A for some 25 € R. In this case, s'(Z2) = 0 and s”(2;) < 0. This contradicts (1.2a)
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with z = Z;. Hence s < A over R. Suppose s(Z3) = v/ for some Z3 € R, then §'(Z3) = 0
and s”(z3) > 0. This contradicts (1.2a) with z = Z3. Hence s > v/ over R.
To prove (2.25), we use Eq. (1.2a) to deduce that

§'(2) = e 5§79 (€) — %egz /Z 5™ (u(A — s(1)) — Bs(7)i(T) + ~i(7))dr. (2.26)
£

By fixing ¢ and letting z — —oo in the equality (2.26), we immediately deduces that,

limsup |s'(2)] < %mgéx \W(A — (7)) — Bs(7)i(T) + vi(7)| - lim sup egz/ esTdr
Z——00 TZ z——00 £
1 . .
< jmax|u(A —s(r) — Bs(r)ilr) + yil(7)]

for s € R. Together with the fact that u(A — s(—o00)) — Bs(—00)i(—00) + vyi(—00) = 0, we
can deduce that s'(—oo) = 0. Similarly, using equation (1.2b) and arguing as above, we also
get i'(—o0) = 0. 0

3 Existence of non-critical waves of system (1.1)

Throughout this section, we always assume that ¢ > ¢;,,;,. Now we will establish the assertion
of Theorem 1.1 (IT), which is restated in the following lemma for the convenience of the
readers.

Lemma 3.1 If ¢ > ¢pin, then system (1.2)-(1.3) admits a nonnegative solution (s,i) with
the following properties:

(i) v/B8 <s <A andi >0 over R.
(ii) There exists a v* > 0 such that there hold

(a) if v € (0,~7*), then the solution (s,i) approaches (s*,i*) monotonically for large z.

(b) if v > ~*, then the solution (s,i) has exponentially damped oscillations about
(s*,4*) for large z.

(iii) i(z) = O(e*?) as 2 — —oo, where X is given by (1.4).

- In the remaining part of this section, we will prove Lemma 3.1. Recall from Sec. 2.4 that
a good candidate for the solution of system (1.2)-(1.3) is the one given in Lemma 2.9 which
will be denoted by (s,4). Lemma 2.9 indicates that (s, ) satisfies (s,7)(—o00) = (A, 0) and the
assertions (i) and (iii) of Lemma 3.1. Further, if (s,4)(c0) = (s*,i*), then a straightforward
eigenvalue analysis of system (1.2)-(1.3) around the equilibrium point (s*,i*) shows that the
assertions (ii) of Lemma 3.1 holds for (s,7). Hence, in order to complete the proof of Lemma
3.1, it remains to verify that (s, ) satisfies

(s,1)(00) = (s*,1"). (3.1)

12



To show the equality (3.1), we set
u(z) = s(z) and v(2) = i(2). (3.2)
Then the governing equation for (u,v) = (@, v) is given by
ou” —cu' = p(u—A) + fuv — v, (3.3a)
Vi—ov = —Buv+ (v + pu + K)v, (3.3b)
where the prime denotes the differentiation with respect to z, and (3.1) becomes the equality
(4, v)(c0) = (s%,i%). (3.4)

Further, in view of the definition of (1, v) and Lemma 2.9, we have that (G, V) is a solution
of (3.3) on R satisfying
v/B<ta<Aand v>0 (3.5)
over R, and
(4, v)(—00) = (A,0) and (0, v')(—o0) = (0,0).
We will keep the notation (0, V) throughout the remaining of this section.

In order to show the equality (3.4) (i.e., (s,7)(00) = (s*,4*), we write (3.3) as a system
of first-order ODEs:

u=w, (3.6a)
ow' = cew + p(u — A) + Buv — v, (3.6b)
vi=y, (3.6¢)
y =cy—puv+ (y+ pu+ K)v. (3.6d)

Next we borrow the idea of [4] to define the Lyapunov function £ by

E(U7W7V7y)
= (5w cu 5(u+/<a)/3u — + 5 In 5 _7> (y ov —i7C +ci In z*)
= Li(u,w,v,y) + La(u,w,v,y). (3.7)

With the use of a straightforward computation, the orbital derivative of £ along the solution
x(2) == (a(z2),w(z),v(2),y(2)), where w := 0'(2) and y := v'(2), of system (3.6) is

d
9 @)
= VL(x(z)) X'(2)
_ 5 w(2)?  L¥(2)? uB(BA =) (s —1(2))?
R T R e P R s e
which, together with the fact that SA —~v > 0 and fa — v > 0, yields
d
L) <0

13



Hence the orbital derivative of £ along x(z) is non-positive, and
L(x(2)) < L(x(0)),¥z > 0. (3:8)

Now we collect the estimates of (1, v) and its derivatives in the following lemma whose
proof is deferred to the appendix B.

Lemma 3.2 (i) There ezists a positive constant B such that 0 < v(z) < B for all z € R.

(ii) There exist positive constants L;, i = 1,2, such that

—Li(BU(z) —v) < W(2) < La(Ba(z) — )
for all z > 0.
(iii)
pEats c
c 2
In the sequel, we retain the notation B, and L;, 1 =1, 2.

Note that (3.5) and Lemma 3.2 assert that the solution x(z) = (4(z), W(2),v(z),y(2))
with (W,y) = (@, V') of system (3.6) is positively invariant in the open bounded set D for
all z > 0, where D is defined by

D .= {(u,w,v,y)% <u<AMAO0<v<B,—Li(fu—y) <w< Lg(ﬁu—y),—wv <y< cv}.

On the other hand, one can easily see that £ is continuous, and, by (3.5) and Lemma 3.2,
that £ is bounded below on D. Taken together, it follows from LaSalle’s invariance principle
that y(z) — (s%,0,7%,0) as z — o0, and so (s,7)(c0) = (1, v)(o0) = (s*,4*). This completes
the proof of Lemma 3.1, and hence the proof of Theorem 1.1. O

Appendix A

In this appendix, we collect some a priori estimates in [6] for solutions of the inhomogeneous
linear equation

w”(z) + Aw'(2) + f(2)w(z2) = h(z). (A1)

Lemma A.1 (Lemma 3.2 of [6])

Let A be a positive constant and let f and h be continuous functions on [a,b]. Suppose
that w € C([a,b]) N C*((a,b)) satisfies the differential equation (A.1) in (a,b) and w(a) =
w(b) =0. If

—C, < f <0 and |h| < Cy on [a,b],
for some constants Cy, Cs, then there exists a positive constant Cs, depending only on A,
C4, and the length of the interval [a,b], such that

|wl|c(a) < CaCl.
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Lemma A.2 (Lemma 3.3 of [6])

Let A, f, and h be as in Lemma A.1. Suppose that w € C([a,b]) N C*((a,b)) satisfies
(A.1) in (a,b). If [|[w]lc(ap) < Co for some constant Cy, then there exists a positive constant
Cy, depending only on A, Cy, C1, Cy, and the length of the interval [a,b], such that

1wl (tap)) < Ca

Appendix B

In this appendix, we will show the a prior estimates for (1, V) given in Lemma 3.2. Since
the proof of these a prior estimates are similar to those in our previous work [7], we will only
sketch the necessary ingredients and refer the readers to [7] for further details.

B.1 Estimates of the derivative of v

We first derive the estimate for the derivative of (@, V). This will completes the proof of
Lemma 3.2 (iii). Recall that (@, V) is defined by (3.2).

Lemma B.1 For each z € R, the following inequalities hold:

¥(2) < 59(2), (B.1)
V() > IR (), (B.2)
w'(2) < ph/e (B.3)

Proof. The proof of the inequalities (B.1) and (B.3) follows the line of the inequalities (3.9)
and (3.11) in [7, Lemma 3.2].
For the proof of (B.2), we set

B(2) = o¥'(2) + (n+ 7+ R)9(2).

Then the proof follows the line of the inequality (3.10) in [7, Lemma 3.2]. Hence the proof
of this lemma is completed. O

B.2 Boundedness of v

In this subsection, we wii prove that v is bounded over R. This will completes the proof
of Lemma 3.2 (i). Recal that lim,, ,,Vv(z) = 0. For contradiction, we assume that
limsup,_ ,. v(z) = oco. Then this gives rise to two possibilities: (i) lim, . v(z) = o0;
or (ii) liminf, ,o v(z) < limsup,_, . V(z) = co. In this subsection, we will exclude these two
possibilities.

15



B.2.1 The case that lim, .., v(z) = c0

In this subsection, we will exclude the possibility that lim, ., v(z) = oo. Specifically, we
state it in the following lemma.

Lemma B.2 The solution (4, V) cannot satisfy lim, ., v(z) = co.

Proof. Set
U:='—ca+v —cv

for z € R. Then the proof follows the line of the proof in [7, Lemma 3.3]. 0

B.2.2 The case that liminf, ,,, v(z) < limsup,_, . v(z) = o0

In this subsection, we will exclude the case that liminf, ,,, v(2) < limsup,_,  v(z) = oo.
For contradiction, we assume that liminf, ,,, v(z) < limsup, . v(z) = oco. Then v(z)
oscillates infinitely many times as z — oco. To derive a contradiction, we need five auxiliary
lemmas (i.e., Lemma B.3 - Lemma B.7).

Lemma B.3 0(z) oscillates infinitely many times as z — oo.

Proof. The proof follows the line of the proof in [7, Lemma 3.4]. U

Lemma B.4 G > /8 + ¢y on R for some positive constant ey. In the sequel, we retain the
notation €g.

Proof. The proof is a slight modification of that for [7, Lemma 3.5].

First, recall that a(—o0) = A > v/, a(z) > v/f for all z € R, and that G oscillates
infinitely many times as z — co. Therefore, if the assertion of the lemma is false, then there
exists a sequence of positive numbers {z,} — oo such that @ has a local minimum at z, and
u(z,) — v/B as n — oc.

With the use of (B.1) and (B.2), we have that

c. +v+K)* v V(2 .
Lo(x(2)) > — (_§V<Z) + % + ci* In %) = YP3(v(2)).
Since ¥3(0+) = oo and ¥3(c0) = 00, the function 13 is bounded below in (0, c0). Hence the
above inequality implies that £5(x(2)) is bounded below for z > 0. Further, since a(z,) is a
local minimum of &, we have that w(z,) = 0'(z,) = 0, and so

it r) | Bi() —n
n

8 Bs*—r
where we have used fu(z,) — v as n — oo, and s — v > 0. Taken together, we conclude

that L(x(z,)) — 0o as n — oco. This is a contradiction to the fact that £L(x(z)) is decreasing
in z. Hence this completes the proof of this lemma. O

)—>ooasn%oo,

£atxt) = (i) -
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Lemma B.5 There exists a My > i* such that for v(z) > M with z > 0, we have 0'(z) < 0.
In the sequel, we retain the notation M.

Proof. The proof is a slight modification of that for [7, Lemma 3.6].
First, since cv/2 — ci*Inv — o0 as v — oo, there exists a large M; > i* such that for
v > M, we have

SuA A—
(gv—ci*lnv>—l—ci*lni*> ph clptr), BA -7

¢ 8 fs* =
Next, with the use of (B.1) and (B.3), we deduce that for all z with w(z) > 0, there holds

5uA_c(u—|—/-€)1 BA —~

+2[L(x(0))]- (B.4)

0, W, 9, 9)(2) > — B.
El(uuan’Y)(Z) = c B n 58* . /77 ( 5)
and for all z with y(z) > 0, there holds
N A A oA c . N . .

Lo(a,w,v,y)(2) > (5 (2) — ci* lnv(z)) + ci* Ini*. (B.6)

Now, for z with v(z) > i* and y(z) < 0, we estimate Lo(, W, v,y) as follows:

o A Ly (2) v(2)
Ly(a,w,9,¥)(2) = =y(2) + cv(2) “(2) -

(B.7)

) + (c¥(2) — " In¥(2)) + ci* Ini*

L

cv(z) —ci*Inv(z)) + i Ind”.

We are now ready to establish the assertion of this lemma. For contradiction, suppose that
there exists a z; > 0 such that v(Z;) > M; and w(2;) = @/(Z;) > 0. Then with the aid of
(B.5)-(B.7), it follows from the choice of M; that

which contradicts (3.8). The proof of this lemma is thus completed. U

Lemma B.6 Suppose that v(Zy) > My and v'(Zy) = 0 for some Zy € R. Then V(%) cannot
be a local minimum.

Proof. The proof follows the line of the proof in [7, Lemma 3.7]. 0

Lemma B.7 There exist positive constants ky and My > max{M;,limsup,_, v(z)} such
that for z > 0 with v(z) > M, we have v(z) < —k10'(z). In the sequel, we retain the
notations ki and Ms.

Proof. The proof is a slight modification of that for [7, Lemma 3.8].

To begin with, we set
40(p + k)

5600
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Since

c Y
ZV_CZ In — — oo as v — oo,
i

there exists a large Ms > M; such that

Z\?(z) —ci*In ‘7(? > c(,u; al In gﬁ" ::Yy

i
for all z with v(z) > M. Now we set Z := {2 >0: v(z) > M}.

Next we estimate £y(x(z)) for z € Z. From Lemma B.5 and Lemma B.4, we have
w(z) = W/(2) < 0 and pua — v > fBe¢ for z € Z. Then the following inequality holds for
z € Z,

+ [£(x(0))], (B.8)

A

W) eptn), AaE) o
(Ba(z) =) B Bs* =7’
A—
> o(p+ k) W(z) — cptr), BA—7
Beo g Bs* —~
Now we turn to estimate L£o(x(z)) for z € Z. Indeed, since i*/v(z) < 1 for z € Z, we
can use (B.1) to deduce that for z € Z, it holds

L1(x(2)) = 0w (2) + ca(z) + d(p + x)

(B.9)

L200(2)) = =3(2) + e (2) + L) _ e V)

“(2) m
_ (1 A ) y(2) + gff(z)} + i\?(z) + (2{,(@ Cei*ln L*z))

v(2) i

(2) + (20@) — ¢i*In ‘A’,(f)> (using (B.1))

I
| — ]

(B.10)

Vv
<>

]

<>

(AV4
=0 &0

cptr), BA—~y :
(2) + < 5 In oy + |£(X(0))|> . (using (B.8))

In view of (B.9)-(B.10) and the definition of ki, we have that for z € Z,

L(x(2)) = L1(x(2)) + La(x(2))
> 5L (9(2) + kW (2)) + [L£(x(0))] .

Rearranging the above inequality, we deduce that

(V(2) + kW (2)) < L(x(2)) = [£(x(0)] <0,

>0

which, together with w(z) = 0'(z), yields v(z) < —kju'(z). Hence the proof is com-
pleted. 0

Now we are ready to exclude the case that liminf, ,., v(2) < limsup,_,. v(z) = oo.

Lemma B.8 The solution (0, V) cannot satisfy the inequality liminf, ,,, v(z) < limsup,_,. v(z) =
0.
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Proof. For contradiction, we assume that liminf, ,. v(z) < limsup,_,, V(z) = co. Then,
in view of Lemma B.5 and Lemma B.6, we can choose positive numbers Zy and 2; such that
V(Zy) = My, ¥v'(2) > 0 for z € [Z, 21), V/(21) =0, W/ (z) < 0 for z € [2, 1], and

A
cv(z) > cM2+k1/ |fa — v — pu — k|du. (B.11)
0

Hence [Z, %] C Z2:={2>0: v(z) > M>}.
Then the remaining of the proof is a slight modification of that for [7, Lemma 3.9]. Hence
the proof of this lemma is completed. 0

B.3 Estimate of the derivative of u

In the following lemma, we derive the estimate for the derivative of . This will completes
the proof of Lemma 3.2 (ii). For this, we recall from Sec. B.2 that v is bounded over R.
Thus we can choose a positive constant B such that v(z) < B for all z € R.

Lemma B.9 There exist positive constants L;, 1 = 1,2, such that

—Ly(Bia(z) ) < (=) < La(Baa(z) — ) (B.12)
for all z > 0.

Proof. (1) We show that —L;(f0a(z) —v) < @/ (2) for all z > 0, if L, is a sufficiently large
constant such that —L;(fa(0) — ) < @'(0) and L; > 2B/c.
Let

®1(2) = 0'(2) + La(Bu(z) — 7).

It suffices to show that ®;(z) > 0 for all z > 0. Note that ®;(0) > 0. For contradiction, we
assume that there exists z; > 0 such that ®,(z) = 0 and ®{(71) < 0. Then there are two
possibilities: either

Di(2) <0,Vz > 2 (B.13)

or

(1)1(22) =0 and (I)ll(ZAg) Z 0, <B14)

for some 7Z; > Z;. For the first case, (B.13) gives
cl'(z) < =2B(pu(z) —v),vz > z1.
Together with the fact that 0 < v < B, fu—+ > 0, and & < A, we deduce from (3.3a) that
" =ci' + (fu—7)v—p(A—u) < -B(fu—v) <0,Vz > 7,
which implies that @’ is decreasing in [Z, 00). Hence 0/(z) < 0'(2)) = —Li(fu(z) —v) <0

for all z > Z;, which contradicts the boundedness of u. For the second case, (B.14) yields
that

U'(22) = —Li(Ba(z) — ) (B.15)
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and
ﬁ”(z}) > —Llﬁﬁ’(éQ). (B.16)

Using (3.3a), we deduce that

0 = 0u"(%) — cl'(%) + p(A — (%)) — (Bu(z) — 1)V (2)
> —0LifU (%) + cLi(Ba(z) — ) — (Ba(z) —v)B
(by (B.15) and (B.16), and the fact that (A —a) >0, fu—~v >0and 0 < v < B)
SLAB(B0(%) — ) + (Ba(%) —v)B  (by (B.15) and definition of L)
> 0, (use the fact that fu —~ > 0)

v

a contradiction again.
(2) We show that there exists a positive constant Ly such that

U'(2) < La(Bu(z) —v),Vz > 0. (B.17)

Since v is bounded, one can easily use (B.1) and (B.2) to deduce that Lo(x(+)) is bounded
below on [0, 00). This, together with (3.8), implies that £, (x(-)) is bounded above on [0, co).
Recall that

Li(x(2)) = — (5{1/(;;) —ct(2) — 8+ k) Aﬁ’(z) N clp+r), Ba(z) - 7) |

Ba(z) — v B Bs* —

Then, using (B.3), the upper boundedness of £1(x(-)), and the fact that v/F+€) < @ < A on
R, we infer that 0'(2)/(80(z) —~) is bounded above over z > 0. Hence there exists a positive
constant Ly such that (B.17) holds. The proof of this lemma is thus completed. O
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The problem for existence of traveling wave solutions to the non-
cooperative systems is challenging since there is no comparison
principle and the phase space analysis for high-dimensional spaces
1s complicated. In this research, we provide a good way to deal with
such problem. Our method might be applied to the study of waves in

other non-cooperative systems (i.e., system without comparison
principle).
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