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Abstract
Bymeans of free fermionic techniques combinedwithmultiple precision arithmetic we study the time
evolution of the averagemagnetization, m t( ), of the random transverse-field Ising chain after global
quenches.We observe different relaxation behaviors for quenches starting fromdifferent initial states
to the critical point. Starting from a fully ordered initial state, the relaxation is logarithmically slow
described by m t tlna~( ) , and in a finite sample of length L the averagemagnetization saturates at a
size-dependent plateau m L L ;p

b~ -( ) here the two exponents satisfy the relation b a 1 2y= = .
Starting from a fully disordered initial state, themagnetization stays at zero for a period of time until
t td= with t Lln d ~ y and then starts to increase until it saturates to an asymptotic value

m L Lp
b~ - ¢( ) , with b 1.5¢ » . For both quenching protocols, finite-size scaling is satisfied in terms of

the scaled variable t Lln y. Furthermore, the distribution of long-time limiting values of the
magnetization shows that the typical and the average values scale differently and the average is
governed by rare events. The non-equilibriumdynamical behavior of themagnetization is explained
through semi-classical theory.

1. Introduction

Following the experimental progress in non-equilibriumdynamics of ultracold-atomic gases in optical lattices
[1–11], there are tremendous theoretical efforts aimed at understanding the time-evolution of certain
observables in closed quantum systems after a sudden or smooth change ofHamiltonian parameters. In a
quench process both the functional formof the relaxation and the properties of the long-time, presumably
stationary state are of interest [12–69]. In homogeneous systems the order parameter has an exponential
relaxation, while the entanglement entropy between a subsystem and its environment grows linearly in time
after a quench. These phenomena have been explained in the frame of a semi-classical theory. According to the
theory, during the quench process quasi-particles are created uniformly in the sample andmove ballistically
[18, 36, 41, 42]. Concerning the long-time limit of the relaxation process integrable and non-integrable systems
showdifferent behaviors. Non-integrable systems are expected to thermalize [16–26], but there are some
counterexamples [62–64]. On the other hand, integrable systems in the stationary state are generally described
by a so-called generalizedGibbs ensemble, which includes all the conserved quantities of the system. Recently it
has been observed that in certainmodels both local and quasi-local conserved quantities have to be taken into
account to construct an appropriate generalizedGibbs ensemble [57–61, 65–69].

In a systemwith spatial inhomogeneities, such as defects [70–76], quasi-periodic or aperiodic interactions
[77–79], the non-equilibrium relaxation process becomes qualitatively different from the homogeneous case. In
the semi-classical picture the quasi-particles are also inhomogeneously created and theymove in a complex
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diffusive way.With randomness the eigenstates of theHamiltonian can be localized, which leads toAnderson
localization [80] in non-interacting systems ormany-body localization [81] if the particles are interacting; in
these cases the quasi-particles generallymove only finite distances away from their place of creation or follow
some ultra-slowdiffusivemotion. As a result the non-equilibrium long-time stationary state of disordered
systems retainsmemory of the initial state and therefore thermalization does not take place [82].

Concerning the functional formof the relaxation process after a quench in randomquantum systems, there
have been detailed studies about the time-dependence of the entanglement entropy [83–87]. If the system
consists of non-interacting fermions—such as the critical XX-spin chainwith bond disorder or the critical
random transverse-field Ising chain—the dynamical entanglement entropy grows ultraslowly in time as

t a tln ln , 1 ~( ) ( )

and saturates in afinite system at a value

b ln , 2 ~ℓ ℓ( ) ( )

whereℓ denotes the size of a block in a bipartite system and can be chosen to be proportional to the size of the
system L [84, 87]. These scaling forms can be explained by a strong disorder renormalization-group (SDRG)
approach [88]. Recently, the SDRGmethod, whichwas designed as a ground state approach, has been
generalized to take into account excited states [89–91]; this generalized RGmethod is often abbreviated as
RSRG-X [89]. By this generalized SDRGmethod the ratio of the prefactors in (1) and (2) is predicted as
b a ney= , where 1 2ney = is a critical exponent in the non-equilibriumprocess and describes the relation
between time-scale and length-scale as

t Lln . 3ne~ y ( )

For interacting fermionmodels due tomany-body localization the time-dependence of the dynamical entropy is
t tln ~ w( ) with 1w , while the saturation value follows the volume law,  ~ℓ ℓ( ) [86].
In the present paperwe study the relaxation of the order parameter of the random transverse-field Ising

chain after a quench to the criticalfinal state and into a ferromagnetic state.We consider relaxation processes
from an initial ferromagnetic state and from a fully paramagnetic state by a sudden change of the strength of the
transverse field. To circumvent numerical instability as observed in previous calculations for large systems using
eigenvalue solver routines [84, 87], we usemultiple precision arithmetic to study the time-evolution through
directmatrixmultiplications.

The rest of the paper is organized as follows. Themodel and themethod for calculating the local
magnetization are described in section 2 . The numerical results for relaxation of themagnetization following
different quench protocols are presented and discussed in section 3. A summary is given in section 4. Details of
the time evolution ofMajorana fermion operators are given in the appendix.

2. Themodel and themethod

Themodel we consider is the random transverse-field Ising chain of length L defined by theHamiltonian:

J h
1

2

1

2
, 4

i

L

i i
x
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x
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L

i i
z

1

1

1
1

 å ås s s= - -
=
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=

( )

in terms of the Paulimatrices i
x z,s at site i. In this paper wewill consider open chains with free boundary

conditions. The couplings, Ji, and the transverse fields, hi, are position dependent randomnumbers taken from
the uniformdistributions in the intervals 0, 1[ ]and h0, 1[ ] , respectively. The strength of the random transverse
field, h, is time-dependent; for t 0< its value is h0 and for t 0> it changes suddenly to h h0¹( ). The initial and
thefinalHamiltonians are denoted by 0 and, respectively. The system for t 0< is prepared in the ground
state 0

0Y ñ∣ ( ) of the initialHamiltonian; after the quench for t 0> the system evolves according to thefinal
Hamiltonian and the state of the system is described by t ı texp0 0

0Y ñ = - Y ñ∣ ( ) ( )∣ ( ) , which is generally not an
eigenstate of. Here and throughout the paperwe denote the imaginary unit 1- by ı to avoid confusionwith
the integer index i and set 1 = . To calculate the time-dependent expectation valueA(t) of an observable Â, we
work in theHeisenberg picture using A t ı t A ı texp expH  = -ˆ ( ) ( ) ˆ ( ) and evaluate A t A tH0

0
0
0= áY Y ñ( ) ∣ ˆ ( )∣( ) ( ) .

Time-dependentmatrix elements and correlation functions are calculated in a similar way.
The standardway to deal with theHamiltonian of the transverse field Ising chain is themapping to spinless

free fermions [92, 93]. The spin operators i
x y z, ,s are expressed in terms of fermion creation (annihilation)

operators ci
† (ci) by using the Jordan–Wigner transformation [94]: c a ı a aexpi i j

i
j j

1p= å+ - + -⎡⎣ ⎤⎦† and

c ı a a aexpi j
i

j j i
1p= å - + - -⎡⎣ ⎤⎦ , where a ı 2j j

x
j
ys s=  ( ) . The IsingHamiltonian in(4) can then bewritten in a

quadratic form in fermion operators:

2

New J. Phys. 19 (2017) 023055 GRoósz et al



h c c J c c c c
1

2

1

2
. 5

i

L

i i i
i

L

i i i i i
1 1

1

1 1 å å= - - - - +
= =

-

+ +⎜ ⎟⎛
⎝

⎞
⎠ ( )( ) ( )† † †

In this paper we are interested in the relaxation of the local order parameter (magnetization),ml (t), at a position
l. Following themethod by Yang [95], for a given sample of large length Lwedefineml(t) as the off-diagonal
matrix element of the longitudinalmagnetization operator: m t tl l

x
0
0

1
0s= áY Y ñ( ) ∣ ( )∣( ) ( ) , where 1

0Y ñ∣ ( ) is thefirst
excited state of 0 . In the free-fermion representationwe introduce twoMajorana fermion operators, a i2 1- and
a i2 at site iwith the definition:

a c c

a ı c c , 6

i i i

i i i

2 1

2

= +

=- -
-
 ( ) ( )

†

†

which obey the commutation relations:

a a a a, , 2 . 7i i i j i j,d= =+   { } ( )

The spin operators are then expressed in terms of theMajorana operators as:

ı a . 8l
x l

j

l

j
1

1

2 1

s = -

=

-

 ( )

The calculation of themagnetization,ml(t), involves the evaluation of the determinant of a l l2 2´
antisymmetricmatrix C with the elements being the correlation functions C a t a tij i j0

0
0
0= áY Y ñ ∣ ( ) ( )∣( ) ( ) , for

i j l2< < , C a ti l i,2 0
0

1
0= áY Y ñ∣ ( )∣( ) ( ) , and C Cji ij= - . For details see the appendix of [78].

For a random system any physical quantity requires an averaging over disorder realizations.We denote the
disorder average by an overbar; accordingly, the average localmagnetization is expressed as

m t t . 9l l
x

0
0

1
0s= áY Y ñ( ) ∣ ( )∣ ( )( ) ( )

2.1. In equilibrium
In equilibrium (i.e. for t 0< ), the critical behavior of the localmagnetization m 0l ( ) has been analytically studied
by the SDRGmethod [96], and the randomquantum critical point (at h h 1c0 = = ) is found to be controlled by
an infinite-randomness fixed point [88, 97]. In the thermodynamic limit (L  ¥) one needs to discriminate
between bulk (l L 1= ( )) and surface (l 1= ( )) points, and the corresponding averagemagnetization is
denoted by m and ms, respectively. In the ordered phase, h h 1c0 < = , we have m 0> , which vanishes at the
critical point as m h hc 0~ - b( ) with 3 5 2b = -( ) . The surfacemagnetization follows similar behavior,
howeverwith a surface exponent 1sb = . At the critical point of afinite system the scaling of the average
magnetization is governed by rare samples (or rare regions), which have themagnetization of order of 1( ),
whereas in typical samples themagnetization behaves as m A Lexptyp ~ -( ). The fraction of rare events scales
as P L x

rare ~ - , and the same holds for the averagemagnetization: m L ;x~ - here the exponent x b n= is
related to the critical exponent 2n = of the average correlation function. Similarly, the scaling behavior of the
surfacemagnetization involves the exponent xs sb n= . Concerning equilibriumdynamical scaling at the
infinite-randomness fixed point, it is extremely space–time anisotropic so that the typical length, ξ, and the
typical time, τ, is related as

ln , 10t x~ y ( )

with an exponent 1 2y = .

2.2.Out-of-equilibrium
Some out-of-equilibriumproperties of the random transverse-field Ising chain have been predicted by the
RSRG-X approach [89–91]. For a quench to the critical state, i.e. h hc= in thefinalHamiltonian, the relation
between the typical length scale and the typical time scale is in the same form as (10) in the equilibrium case and
even the corresponding exponents are the same 1 2ney y= = (see (3) and (10)). However, available
numerical results [84, 87] for the relaxation of the entanglement entropy are not in complete agreement with the
RSRG-Xprediction.

Here we focus on the relaxation of themagnetization in the random chain, which to our knowledge has not
been previously studied. The crucial point of themethod is the calculation of the time evolution of theMajorana
operators introduced in (6), which can be given in a closed form, provided theHamiltonian is expressed in a
quadratic form in terms of fermion operators, like the form in (5). The calculation for a general quadratic
Hamiltonian is described in the appendix. Defining ta( ) as a vector with components a tm ( ) for
m L1, 2, , 2= ¼ , we can express the time evolution of theMajorana operators as

3
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t ta P a 0 , 11= ( ) ( ) ( ) ( )

where the L L2 2´ matrix tP( ) is given by

t tP Mexp , 12=( ) ( ) ( )

with an antisymmetricmatrix M defined in (A.5). For ourmodel given in (5) thematrix M corresponds to

h
h J
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( )

To evaluate thematrix exponential in (12), one can use spectral decomposition of M by diagonalizing the large
L L2 2´ matrix. For disordered systems, because of some extremely small eigenvalues standard eigenvalue
solvers would fail to converge for some large-size samples, leading to significant numerical errors. This problem
was observed in our preparatorywork. Therefore, we reformulated our numerical procedure to avoid using any
eigenvalue solver routine and instead solve the time-evolution problembymatrixmultiplication usingmultiple
precision arithmetic. In our numerical procedure wefirst evaluated thematrix exponential at a unit time step,
t 1st = , using the Taylor expansion:

t t
n

P M
M

exp , 14
n

n

st st
0

å= =
=

¥

( ) ( )
!

( )

and calculated the sumof the first hundred termswithmultiple precision arithmetic; the absolute value of the
last termof this sum is less than 2 100 1.3 10100 128» ´ -! since the eigenvalues of M are in the range 2, 2-[ ]
[98]5. The truncation error in (14) is therefore sufficiently small even for octuple precision. For larger time steps
we used the identity: t t t tP P P1 2 1 2= +( ) ( ) ( ) and iterated it with t t1 2= , starting from t t 1st1 = = until a given
time step t 2n

n= .We have checked the accumulation of errors by the condition that thematrix P should be
orthogonal.While calculating the dot products of the arrays of P, the off-diagonal products have to be zero. The
sumof the absolute value of the numerically calculated off-diagonal dot products are found to be less than 10−30,
even after n=250 iterations, which represents the longest time in our calculation.

3. Relaxation of themagnetization

In this chapter we present our numerical results for the relaxation of themagnetization of the random
transverse-field Ising chain from two different initial states. In the first part the initial state is fully orderedwith
h 00 = for the parameter of the transverse field; in the second part we consider a fully disordered initial state
with h1 00 = . Using themethod described in section 2we have considered time dependence of the bulk
magnetization infinite chains of length L 16, 32, 64, 128= and 256 over a time up to t 2max

250= , i.e.
tln ln 5.15max »( ) . The bulkmagnetizationml in an open chainwas taken in the center of the chain at l L 2= .

For each system sizes about 10 000 samples were considered to obtain the disorder average.We have used
double-double or quadruple precision arithmetic for our numerical study and also in some cases checked the
accuracy by comparing the results in the large-time limit with those obtainedwith octuple precision.

3.1. Relaxation froma fully ordered initial state
Wefirst consider quenches starting from a fully ordered initial state with h 00 = .

3.1.1. Ferromagnetic final state
Beforewe study quenches to the critical point, we first consider the situation inwhich the system is quenched to
a state within the ferromagnetic state with h 1< . Infigure 1(a)we present the time dependence of the average
magnetization after a quench to h=0.5 for different chain lengths from L=16 to L=128. As seen in this
figure, there isfirst a decay, followed by a plateau extending to time td, after which (t td> ) themagnetization
decays sharply before it saturates at a second plateau; the delay time td is L-dependent and scales approximately
as t Lln ln ln constd » +( ) , as shown in the inset offigure 1(a). Similar characteristics is observed for other
values of h hc< (shown infigure 1(b))when thefinal state is within the ferromagnetic phase.

To explain the behavior observed infigure 1we recall that according to a semiclassical theory [18, 36, 41, 42]
the localmagnetization at a given site decreases in time if an odd number of quasi-particles, created by the
quench, pass through the site. In a random chain themotion of the quasi-particles is limitedwithin afinite

5
The eigenvalues of the operatorH2 in [98] are the same as those ofM in this paper.
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localization length hlocx ( ), which depends on h and grows as the critical point is approached; thus the decay of
themagnetization stops at some point of timewhen the travel distance of the quasi-particles is reached, which
explains the presence of the first plateau andwhy this plateau is smeared outwhen h approaches the critical point
(figure 1(b)). The second decay of themagnetization is related to the lowest excitation. In the ferromagnetic
phase, the lowest energy gap vanishes exponentially with the system size as L Lexp0 x~ -( ) ( ), ξ being the
correlation length, thus the corresponding time scale t 1d 0~ grows exponentially with L, as shown in the
inset offigure 1(a). At the critical point, the lowest excitation vanishes as L ALexp0

1 2 ~ -( ) ( ) (see (10)); thus,
different relaxation behavior is expected for a quench to the critical point and this is discussed in the following
subsection.

3.1.2. Critical final state
Relaxation of the averagemagnetization from the fully ordered initial state to the critical point is shown in
figure 2 for various chain lengths.Here the first plateau observed in a ferromagnetic final state ismissing, and
instead there is a transient region showing a linear relation between m tln ( ) and tln ln( )with a slope a 0.14» ,
corresponding to a logarithmically showdecay:

m t tln . 15a~ -( ) ( ) ( )

This transient regime terminates at a delay time, td (L), which is an increasing function of L. For t t Ld> ( ) the
magnetization decays faster and then saturates to a plateauwith large-time limiting value m Lp ( ), which has a
power-law L-dependence as

Figure 1.Relaxation of the averagemagnetization after a quench from a fully ordered state to states within the ferromagnetic phase. (a)
Relaxation for different system sizes with thefinal parameter of the transverse field h 0.5;= the largest error in these data sets is given
by the error bar (black). The inset shows the delay time td when the inflection point of the second decay occurs, as a function of the
system size L; the slope of the straight line is 0.94. (b)Relaxation in a chain of length L=128 tofinal states with various values of
h 1< in the ferromagnetic phase and alsowith the critical value h h 1;c= = the first plateau seen in the data for quenches to a
ferromagnetic phase with small h1 - is smeared out as thefinal state approaches the critical point with h=1. The largest errors in
each data set are indicated by the error bars.

Figure 2.Relaxation of themagnetization after a quench from a fully ordered state to the critical point. (a)The straight line indicating
the decay in the transient region has a slope a=0.14. The long-time limiting values as a function of L are shown in the inset in a log–
log plot; the slope of the straight line is given by b=0.069. The largest errors in each data set are given by the error bars (red). (b)A
scaling plot of the data in (a), with the parameters b=0.069 and 0.5y = .

5
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m L L ; 16p
b~ -( ) ( )

the exponent b is estimated as b 0.069» in the inset of figure 2(a). Since the two expressions in (15) and (16)
shouldmatch at t t Ld= ( ), we arrive at the relation: t L Lln b a

d ~( ) . Comparingwith (3), we have b aney = ,
agreeing, within error bars, with the RSRG-Xprediction: 0.5ney y= = . This result is illustrated infigure 2(b)
inwhich the scaledmagnetization, L m tb ( ) is plotted against the scaling combination t Lln ;y with the
exponentsmeasured infigure 2(a)we obtain an excellent scaling collapse. Here we comment on the logarithmic
decay described in (15). A similar logarithmic decay is also present in the XX-chainwith bond disorder, where a
larger exponent a=2 is found [87, 90]. The critical states of the random-bondXX-chain and the random
transverse-field Ising chain are both governed by an infinite-randomness fixed point in SDRG language. The
slower decay (corresponding to a smaller exponent a) for the random transverse-field Ising chain is due to
effective spin clusters formed during renormalization. In the semi-classical picture [42], relaxation of the order
parameter is contributed by quasi-particles created during the quench; a spin isflipped if the trajectory of a
quasi-particle crosses the given site at a later time. For the relaxation of a larger clustermore quasi-particles are
needed, which takesmore time. Themagneticmoment of an effective spin cluster of the random transverse-field
Ising chain scales as Ldfm ~ , with a fractal dimension d 0f > . The process of formation of spin clusters is
missing in the SDRGprocedure for the XX-chain, where only random singlets are formed, corresponding to
df=0. The different SDRGprocedures for the Ising chain and theXX-chain lead to different functional forms
of the decay.

In a random system the distributions of some observables are also of interest. Herewe focus on the
distributions of the large-time limiting valuesmp of themagnetization. Infigure 3(a)we plot the distribution of
the logarithmic values mln p( ) for t exp exp 4.5 ( ( )) for different system sizes. The distribution of the
logarithmic variable is broad and becomes broaderwith increasing L. A good scaling collapse can be obtained in
terms of the scaled variable y m Lln p= a-( ) , thus

P m L P m Lln ln , 17L p p= a a- -( ) ˜ ( ( ) ) ( )

as illustrated infigure 3(b), with an estimated exponent 0.069a = equaling the exponent b in (16) for the scaling
of the average value. Furthermore, the typical value mp

typ is exponentially small and scales as m CLexpp
typ ~ - a( ),

whereC is a constant; comparingwith the average value in (16), it is then obvious that the average value is
determined by rare events (or samples), inwhich the large-time limiting value of themagnetization is
m L 1p =( ) ( ). Consequently, the average value ofmp(L) is determined by the behavior of the distribution
function in the limit of y 0 -, which is assumed to be in a power-law form:

P y y , 18~ - c˜( ) ( ) ( )

with 0c = in our case shown infigure 3(b). The average ofmp is then given by

m L m P m L

L m m L L

d ln

d ln ; 19

p p p

p p
1

ò
ò

=

~ ~

a a

a a c a c

- -

- - - +

˜ ( ( ) )

[ ( ) ] ( )( )

thus, with ba = and 0c = we recover the relation m Lp
b~ - , as given in (16).

Figure 3. (a)Distribution of the large-time limiting valuesmp of the dynamicalmagnetization after a quench from a fully ordered state
to the critical point for different chain lengths L. (b)A scaling plot for the data in (a)with b=0.069.
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3.2. Relaxation froma fully disordered initial state
Nowwe turn to the case inwhich the system is quenched from a fully disordered initial state (h0 = ¥) to the
critical point (h= 1).

Looking at the time-dependent averagemagnetization for various system sizes plotted infigure 4(a), there is
a period of time t t L0 d< < ( ) just after the quenchwhere themagnetization stays negligible and practically
corresponds to the initialmagnetization before the quench. After this delay time td, which is L-dependent, the
averagemagnetization starts to increase rapidly and in the large-time limit it approaches a plateau, the value of
which has a power-law L-dependence:

m L L , 20p
b~ - ¢( ) ( )

with b 1.46¢ = , asmeasured in the inset offigure 4(a). Using the scaled variables mLb¢ and t Lln y, we achieve a
good data collapse for the time-dependentmagnetization in the scaling plot shown infigure 4(b). The increase of
the averagemagnetization in the disordered chain after the quench is unexpected since semiclassical theory
predicts amonotonous decrease of the dynamicalmagnetization in a homogeneous system.

To understand themechanismbehind the increase of the averagemagnetization, we have studied the
distribution of the large-time limiting valuesmp(L), which is presented infigure 5(a). The distribution is
extremely broad even on the logarithmic scale and it gets broader with increasing system size; in terms of a
scaling combination y m Lln p= a- ¢with 0.5a¢ = , the inset offigure 5(a) shows a scaling plot with good data

collapse.We can then conclude that the typical value scales with L as m C Lexpp
typ ~ - a¢( ) and ismuch smaller

than the average given in (20). Thus also in this quench process the average value is determined by rare events, in
which the large-time limiting values of themagnetization are m L 1p =( ) ( ). Similar to the situation for a

Figure 4. (a)Time-dependent averagemagnetization in finite chains after a quench from a fully disordered state to the critical point. In
the inset the large-time limiting values are shown as a function of L in a log–log plot. The slope of the straight line is given by b 1.46¢ = .
(b)A scaling plot of the data in (a)with the parameters b 1.46¢ = and 0.5y = .

Figure 5. (a)Distribution of the large-time limiting values of the dynamicalmagnetization after a quench from a fully disordered state
to the critical point calculated for different chain lengths; inset: a scaling plot, assuming m Lln p ~ a¢with 0.5a¢ = . (b)The
asymptotic behavior of the scaled distribution in terms of y m Lln p= in the limit of y 0 -. The red solid line corresponds to
P y y 2~ -( ) ( ) .
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quench from an ordered state as discussed in section 3.1, we have found a power-law form P y y~ - c¢˜( ) ( ) for
y 0 -with an estimated exponent 2.0c¢ = (shown infigure 5(b)). Thus, we have found the size-dependence
of the averagemagnetization in (19) as m L L Lp

1 1.5~ =a c- ¢ + ¢ -( ) ( ) , which agrees with (20)within the
error bars.

The scaling behavior of the large-time limiting value of the dynamical order parameter can be better
understood if the boundary site (l= 1) of an open chain is considered. The large-time limiting value of the
surfacemagnetization,mp

s , can be exactly calculated (see equation (16) in [78]):

m j j1 . 21p
s

j

L

1
1

1 1
0å= F F F

=

( ) ( ) ( ) ( )( )

Here:

j
h

J

h

J

1 ,

1 1 . 22

i

j
i

i

l

L

j

l
j

j

1 1
1

1

1
1

1

1

2 1 2



å

F = F

F = +

=

-

=

-

=

-⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

( ) ( )

( ) ( )

For j1
0F ( )( ) in the large-h0 limit we have j l j1

0
,m

dF =( )( ) , where lm is the position of the largest transverse field in
the sample6. Thus

m
h

J
1 , 23p

s

j

l
j

j
1

2

1

1m

= F
=

- ⎛
⎝⎜

⎞
⎠⎟[ ( )] ( )

where m1 s
1 eqF =( ) is the equilibrium value of the surfacemagnetization of the chain [99, 100], evaluated in the

final state, i.e. with h hc= . It is known that the typical value of m s
eq at the critical point scales as CLexp 1 2-( )

[100, 101] and the same scaling formholds for m ;p
s thus the proper scaling combination formp

s is

y m Lln p
s 1 2= -( ) , which in the same form for bulk spins discussed above. Concerning the scaling behavior of

the average value mp
s , it is dominated by rare events. As described in [100], there is a close analogy between the

random transverse-field Ising chain and a one-dimensional randomwalk: to a given sample with a set of
couplings Ji, and transverse fields hi, i L1, 2, ...= , one can assign a one-dimensional randomwalkwhich starts
at the origin and takes consecutive steps, the length of the ith step being h Jln i i( ). For a rare realization of m s

eq,
the associated randomwalk has a surviving character, i.e. it stays at positive position for all steps. Concerningmp

s ,

here for a rare realization both m s
eq and the product j

l h

J1
1m j

j
 =

- ( ) should be of order of 1 ;( ) in the language of

randomwalks, thismeans that thewalk is surviving and returns after lm steps. This particular event has the
probability: l l L lm m m

3 2 1 2 ~ -- -( ) ( ) and its average value scale as: l L Ll m
3 2

m
å ~ -( ) , whichmeans that

m L Lp
s 3 2~ -( ) . The numerically observed scaling behavior for the bulkmagnetization in (20) is similar to

this form.

4. Conclusions

In this paper we have studied numerically the time dependentmagnetization of the random transverse-field
Ising chain after a quench. In order to obtain accurate numerical results we havemainly performedmatrix
product operations withmultiple precision arithmetics in our calculations, instead of any eigenvalue solver
routine. In this waywe obtained our finite-size results up to length L=256 free fromnumerical instability.We
note that some problemswith numerical instability using eigenvalue solvers occurredwhen studying the
entanglement entropy in large systems like L=256 [84, 87].

For a quench from a fully ordered initial state to a statewithin the ferromagnetic phase, the average
magnetization is shown to relax first to a plateau value, followed by a second relaxation after a delay time
t cLexpd ~ ( ) to a second plateau value. This second relaxation is attributed to quasi-localizedmodes which are
present infinite systems in the ferromagnetic phase. Both plateau values are h-dependent, and finite because in
the free-fermionic picture the emitted quasi-particles are localized and travel only afinite distance, which
reduces the initial order parameter by afinite fraction only. This behavior is similar to that observed in the
Aubry–Andrémodel when the quench is performed to the localized phase [79].

When the system is quenched from a fully ordered initial state to the criticalfinale state, the relaxation of the
averagemagnetization is logarithmically slow (see (15)), and the large-time limiting value decays as a power of L
(see (16)). Between the time scale (t) and the length scale (L)we have found the same relation as in equilibrium,

6
It can be seen in [100], by solving the eigenvalue problem in equation (2.2)with Ji= 0, i= 1, 2, . . . ,L.

8

New J. Phys. 19 (2017) 023055 GRoósz et al



t Lln ~ , as predicted by the RSRG-X approach [89–91].We have also studied the distribution of large-time
limiting values of themagnetization: the typical value decreases exponentially with the system size as

CLexp - a( ), more rapidly than the average value, which decays as a power-law and is determined by rare
realizations. The relaxation process after the quench can be explained by the diffusion of quasi-particles in a
random environment; the travel distance (ℓ) of the quasi-particles within time t scales like tln ~ ℓ( ) .

In a quench process from a fully disordered initial state to the critical point, one observes a delay time,
t CLexpd

1 2~ ( ), inwhich the averagemagnetization is negligible, and for t td> a rapid increase of the average
magnetization toward an asymptotic large-time limiting value, which has a power-law L-dependence (see (20)).
The distribution of the large-time limitingmagnetizations shows that the typical and the average values scale
differently, and the average is determined by rare events. Qualitatively and even quantitatively similar behavior is
found for the time dependence of the surfacemagnetization, which has exact scaling arguments. It has been
explicitly shown that there are rare samples, inwhich after a delay time a stationary surfacemagnetization of
order of 1( ) develops. These rare samples will then dominate the average value. Such a phenomenon is similar
to phase ordering dynamics in classical systems [102], but not expected in closed homogeneous quantum
systems.
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Appendix. Time evolution ofMajorana operators in quadratic fermionic systems

Let us consider a generalHamiltonian,, which is quadratic in terms of fermion creation, ck
†, and annihilation,

ck, operators and is given for t 0> as:

c A c c B c
1

2
h.c. . A.1

k l

L

k kl l k kl l
, 1

 å= + +
=

⎡
⎣⎢

⎤
⎦⎥( ) ( )† † †

Here A AAkl kl lkº =( ) and B BBkl kl lkº = -( ) are real numbers, and k l, are the sites of a lattice. In the initial
state, i.e. for t 0< , the parameters of the initial Hamiltonian ( 0( )) are different, say Akl

0( ) and Bkl
0( ), and the

ground state of the initial Hamiltonian is denoted by 0
0Y ñ∣ ( ) .

For t 0> theHeisenberg equation ofmotion for the operators c tk H, ( ) and c tk H, ( )† are given by

c t ı c t,
t k H k H

d

d , ,=( ) [ ( )](†) (†) , i.e.

t
c t ı A c t B c t

t
c t ı A c t B c t

d

d
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k H
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kl l H kl l H

k H
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kl l H kl l H

, , ,

, , ,

å

å
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= +

( ) [ ( ) ( )]

( ) [ ( ) ( )] ( )

†

† †

which are linear since is quadratic. For theMajorana fermion operators a k2 1- and a k2 at site k as defined in (6)
the time evolution is given by:

t
a t A B t a t

t
a t A B t a t

d

d
,

d

d
, A.3

k
l

kl kl l

k
l

kl kl l

2 1 2

2 2 1

å

å

=- -

= +

-

-

 

 

( ) [ ]( )] ( )

( ) [ ]( )] ( ) ( )

which can be rewritten as

t
a t M a t

d

d
. A.4m

n

L

mn n
1

2

å= -
=

 ( ) ( ) ( )

with a L L2 2´ antisymmetricmatrix M defined by

M M A B

M M

,

0. A.5
k l l k kl kl

k l l k

2 1,2 2 ,2 1

2 ,2 2 1,2 1

=- = - -
= =

- -

- -

( )
( )
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The time dependentMajorana operators are related to the initial operators through

a t P t a 0 , A.6m
n

L

mn m
1

2

å=
=

 ( ) ( ) ( ) ( )

with P 0mn mnd=( ) . Inserting (A.6) into (A.4)we obtain a set of differential equations for the time evolution of
the parameters:

P t

t
M P t

d

d
; , A.7mn

k

L

mk kn
1

2

å=
=

( ) ( ) ( )

with the initial condition P 0mn mnd=( ) . The solution as a shorthandmatrix notation is given in (12), in which
the exponential can be evaluated by using the spectral decomposition of M. Indeed, the eigenvalues of M are
given by the energies of the free-fermionicmodes of in (A.1), which can be seen by forming M2 and
comparing it with the results in [92] . Details of the calculation using the spectral decomposition of M are
presented in the appendix of [78].
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