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Abstract 
 

Data search is a very important service in 
wireless sensor networks. A good data search strategy 
can not only shorten the search latency but also can 
save the energy. In this paper, we propose an efficient 
search strategy which combines a data replication 
mechanism. Our proposed strategy is based on a 
cluster architecture. Through the clusters, we divide 
the entire network into zones. Then we replicate and 
search data along the borders of zones. The simulation 
results show that this strategy can outperform the 
rumor routing protocol which is a well-known strategy 
in wireless sensor networks. 
 
Keywords: wireless sensor networks, clusters, data 
search, data replication. 

 
1. Introduction 

 
Wireless sensor networks are highly distributed 

networks of small and lightweight sensor nodes [3], 
which are deployed in large numbers to monitor the 
physical environment such as temperature, pressure, 
light, or humidity. The applications of wireless sensor 
networks include battlefield detection, home security, 
and industrial environment surveillance. 

The wireless sensor networks usually contain 
thousands or millions of sensors, which are randomly 
and widely deployed by pre-planning or dropped by a 
flying vehicle, to cover the entire sensor field. A 
sensor network provides a global view of the 
monitored area with local observations measured by 
each sensor. 

The wireless sensor nodes can configure 
themselves, in an ad hoc fashion, to form a network so 
that sensed data can be transmitted across the sensor 
field hop by hop. Sensor nodes are powered by battery 
and are difficult to get recharged after deployment. 
Thus, energy efficiency is an important issue in sensor 
networks. When sensor nodes sense some specific 
events, they will advertise the events to the 
neighboring sensor nodes. When a sink node is 
interested in some specific events, it will transmit a 
query which describes the desired type of events to the 
neighboring sensor nodes or the entire sensor network. 

For the deliveries of events or queries, the 
routing protocol plays an important role. The routing 
protocol must be designed in a way that the limited 
power in each sensor node is efficiently used. 

In this paper, we propose a new routing protocol 
which contains both the data replication and data 
search mechanisms. This protocol is more efficient 
and could save more energy as well. Besides, we 
adopt a cluster architecture to construct the network, 
where we mainly replicate and search data in the 
overlapping areas of clusters. 

The remaining paper is organized as follows. 
Section 2 gives the related work. Section 3 describes 
our proposed protocol. Section 4 introduces the 
performance evaluation using the simulator NS-2. In 
Section 5, we draw a conclusion. 
 
2. Related Work 

 
In wireless sensor networks, data search [3] is 

performed by a routing protocol. We can classify the 
routing protocols into three categories [5, 6, 7]: pure 
push, pure pull, and hybrid. In the pure push [8], a 
sensor node when detecting an event will actively 
announce the information to other sensor nodes along 
a certain path. Any interested node to this event will 
eventually receive this announcement. The advantage 
of this approach is that any interested node can 
passively receive data without issuing any request. 
This advantage becomes more significant when there 
are many interested nodes in the network. The pure 
push can be viewed as a data replication process by 
the source node of the event. The disadvantage of this 
approach is the possible long latency for an interested 
node getting its desired events. Moreover, some 
non-interested nodes may also receive the event data. 

In the pure pull, a sensor (or sink) node when 
interested in a certain event will actively issue a 
search query to locate this event. The query which 



describes the type of interested events will be 
forwarded through the network until the desired event 
is found or the maximal number of forwarding times 
is reached. The advantage of this approach is that the 
number of sensor nodes involved in the search process 
might be small. The drawback of this approach is that 
it might take much time to search and retrieve the 
event back. 

The hybrid approach [12] combines the pure 
push and pure pull, where data replication and data 
search are performed simultaneously. The major 
advantage of this approach is that the search time can 
be shortened. 

Next, we discuss how to forward the replicated 
events or the search quires. The simplest way is to 
flood them into the entire network, but the energy 
consumption would be large. Another way is only 
forward them along a certain path to save the energy. 
This path can be built based on a random walk model. 
However, the random walk might be inefficient due to 
the blind behavior. 

The rumor routing protocol [1] is another 
well-known way to forward events/queries along a 
near straight line. This protocol is a hybrid approach 
where there exists both replication path and search 
path. It has been proved that two lines in a bounded 
rectangle have a 69% chance of intersecting. Figure 1 
shows the rumor routing protocol where a source node 
builds one replication path and a sink node builds one 
search path. 

 

 
Figure 1. Rumor routing. 

 
3. Proposed Efficient Data Search and 
Replication Strategy 

 
In this section, we introduce our proposed 

protocol called Efficient Data Search and Replication 
sTrategy (abbreviated as EDSRT). EDSRT is a hybrid 
protocol where data replication and data search use the 
same mechanism. 

We observe that any blind search protocol will 
waste time and energy to seek the desired events on 
sensor nodes. Therefore, our main idea is to replicate 
events to specific nodes only. When performing data 
search, we look for these specific nodes to speed up 
the search time. 

The question is how we define these specific 
nodes in wireless sensor networks. Some protocols are 
developed using location-assisted routings [4, 9] by 
the global position system (GPS). In these protocols, 
these specific nodes are defined with system-specific 
locations. However, using the positioning system in 
wireless sensor networks may be inflexible or costly. 

Here, we borrow a cluster-based architecture [2, 
8, 10, 11] to define these specific nodes without extra 
hardware cost. Figure 2 shows one cluster architecture. 
The black nodes are called cluster heads which are 
randomly selected from the sensor nodes. Each white 
node called a cluster member will join the nearest 
cluster head to be a member. 

Conceptually, the groups of cluster members of 
the same clusters will divide the entire network into 
individual zones (the polygon areas in the figure). We 
therefore define the sensor nodes close to the borders 
of these zones as specific nodes. Basically, we 
replicate and search events along the borders of zones. 
These borders become guided lines to replicate and 
search events. 

 
Figure 2. Cluster organization. 

 
Figure 3 shows another view of the cluster 

architecture. Here we classify specific nodes into two 
types: border nodes and gateway nodes. 

 
Definition 1: A border node is a sensor node along the 
border of a cluster. 
 
Definition 2: A gateway node is a sensor node located 
in the overlapping area of clusters. 
 

As can be seen, a gateway node is also a border 
node of more than one cluster. In EDSRT, we will take 
advantage of these gateway and border nodes in event 
replication and search. The operations of EDSRT 
involve two parts. The first part is the cluster 
organization which mainly identifies some sensor 
nodes as gateway and border nodes. The second part is 
the route establishment which presents how a 
replication path and a search path are built. 



 
Figure 3. Gateway/border nodes. 

 
3.1. Cluster Organization 

 
We refer to the cluster head selection algorithm 

proposed in the LEACH protocol [13] to organize the 
cluster architecture. This selection will be periodically 
performed such that each sensor node has the equal 
probability to be a cluster head. 

Each iteration of selection of cluster heads is 
called a round. In each round, a sensor node s will 
choose a random number from 0 and 1. This sensor 
node s will become a cluster head if the chosen 
number is lower than T(s) in Formula (1).  

1
   if 

1 (  mod )( )
0                          otherwise

P

P
s G

P rT s
 ∈ − ×= 

         (1) 

r denotes the current round number, P is the 
desired percentage of sensor nodes which are cluster 
heads, and G is the set of sensor nodes that have not 
been cluster heads in the past 1/P rounds. 

The following descriptions show the steps of 
cluster organization. 

 
Step 1 (Cluster advertisements): Those sensor nodes 
which become cluster heads will advertise their 
present to the entire network. All other sensor nodes 
will collect these advertisements and decide which 
clusters to join. The joining decision is based on the 
shortest distance in hop counts to a cluster head. That 
is, a sensor node will select the nearest cluster head to 
join. Then all non-cluster-head nodes will send joining 
messages to their corresponding cluster heads. 
 
Step 2 (Cluster identifications): A cluster head after 
advertising will wait for a period to collect joining 
messages. From these joining messages, a cluster head 
can identify which sensor nodes are its cluster 
members and how far in hop counts these cluster 
members are away from the cluster head. We define 
the hop count of the furthest cluster member to be the 
radius of a cluster. Then each cluster head will 
advertise its cluster radius to all its cluster members. 
 

Step 3 (Node identifications): Each cluster member 
after receiving any cluster-radius advertisement will 
identify itself to be a gateway or border node or not. A 
cluster member is a border node when it receives the 
cluster-radius advertisement only from one cluster 
head and its hop count to the cluster head is equal to 
the cluster radius. A cluster member is a gateway node 
when it has identified itself as a border node and 
moreover it receives the cluster-radius advertisement 
from more than one cluster. A cluster member is called 
a normal node if it is neither a gateway node nor a 
border node. 
 
Step 4 (Neighbor advertisements): Each sensor node 
will advertise its node identification (gateway, border, 
or normal node) to all its one-hop neighbors. Hence, 
each sensor node can know locally its one-hop 
neighbors with their identifications and hop counts to 
the cluster head. 

 
3.2. Route Establishment 

 
In our proposed protocol, both event replication 

and event search follow the same route establishment. 
In EDSRT, we obey a priority rule to select the 
next-hop node to replicate or search one event. Figure 
4 shows the detailed flow chart. 

At the beginning, the initial node sets the 
maximal route length to be n by using TTL 
(Time-To-Live). Then, a next-hop node is selected 
among the one-hop neighbors. The priority of node 
selection is a gateway node, followed by a border 
node, followed by a normal node. 
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Figure 4. Routing flow chart. 

 
If there has more than one gateway node in the 

neighborhood, we select the one with the most count 



on receiving cluster-radius advertisements. That is, 
each gateway node will maintain a counter and this 
counter will be increased by one when a cluster-radius 
advertisement from a different cluster head is received. 
If the counter has a value n, this means that the 
gateway node is located in the overlapping area of n 
cluster. A gateway node that is located in the 
overlapping area of more clusters will store more 
replicated events. 

If there is no gateway node but a border node in 
the neighborhood, we select the border node as the 
next-hop node. If more than one border node exists, 
we randomly select one border node among them. We 
hope to find more gateway nodes through the border 
node. 

If there are no gateway and border nodes in the 
neighborhood, we select a normal node that is more 
away from the cluster head than the current node. This 
selection is based on the comparison of the hop count 
of each neighboring normal node with that of the 
current node. We expect a replication path or a search 
path can toward the borders of a zone where gateway 
and border nodes can be visited. If all the neighboring 
normal nodes have the same distance to the cluster 
head, we choose a random one. To prevent repeated 
paths occurring, we will not select the previous-hop 
node as the next-hop node unless there is no other 
choice. 

As mentioned before, we set a TTL value to limit 
the maximal path length. The path will be extended 
until TTL is decreased to zero or the desired event is 
found (i.e., the replication path is intersected with the 
search path). 

 
4. Simulations 

 
To evaluate the performance of EDSRT, we 

write simulation programs using NS-2. We simulate an 
environment with a square space of 100x100 m2. The 
sensor nodes are uniformly spread into the 
environment. We control the number of sensor nodes 
from 20 to 100. A special node called base station is 
extra installed to mainly issue search queries.  

Each experiment is performed by letting one 
sensor node replicate an event and letting the base 
station issue a search query simultaneously. These 
replication and search processes are continuously 
performed until the search query matches one 
replicated event. Then we mainly measure the search 
latency and energy consumption during the 
experiment. The search latency is the average time 
duration elapsed from the moment the search query is 
issued to the moment one replicated event is found. 
The energy consumption is the total power 
consumption on all sensor nodes within one search 
latency. 

We refer to the LEACH protocol to select 
cluster heads. In our experiments, the number of 
cluster heads is controlled by setting a percentage. For 
example, 5% means that 5% sensor nodes are chosen 

as cluster heads. We evaluate the performance from 
percentages 3% to 15%. We use the notation EDSRT 
(c%) in the experimental results to indicate the 
percentage of cluster heads. 

We mainly compare the performance of our 
proposed protocol with that of rumor routing protocol. 
We evaluate different rumor routing approaches by 
increasing the number of parallel search paths. For 
example, the notation Rumor-c means that there are c 
parallel search paths and one replication path. 

 

4.1. The Search Latency 
 
Figure 5 shows the search latency of different 

protocols with different settings. 
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Figure 5. Average search latency. 

 
We found that the search efficiency is affected by 

the number of gateway and border nodes. As 7% 
sensor nodes are chosen as cluster heads, the search 
latency is the lowest. However, when 15% sensor 
nodes are chosen as cluster heads, the number of 
gateway and border nodes becomes too large. This 
will cause the search query to be passed by these 
nodes several times before matching one replicated 
event. Hence, the search latency will increase as the 
number of cluster heads increases. 

On the other hand, when 3% sensor nodes are 
chosen as cluster heads, the number of gateway and 
border nodes becomes too small. Since our proposed 
protocol will route along with the gateway node first, 
then the border node next, and the normal node finally. 
With the fewer gateway and border nodes, it will often 
choose the normal nodes, which behaves like random 
selections. Hence, the performance will decrease as 
the number of cluster heads decreases. 

As can be seen in the figure, with more parallel 
search paths, the search latency of the rumor routing 
protocol becomes smaller. Rumor-3 can even compete 
with EDSRT (7%). However, Rumor-3 will consume 
lots of energy than EDSRT (7%) as discussed later. 

 
4.2. The Energy Consumption 

 
Figure 6 shows the average energy consumption 



between different protocols with different settings. We 
can find that EDSRT saves more energy compared 
with Rumor. The reason is that EDSRT only spent less 
time on data search. Thought EDSRT involves the 
energy consumption on constructing the clusters and 
identifying the gateway/border nodes, it benefits from 
the regular search than the random one. 
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Figure 6. Average energy consumption. 

 
In Rumor, the energy consumption increase as 

the number of search paths increases. In EDSRT, 
when the percentage of the cluster head increases, the 
energy consumption will raise too. This is due to the 
fact that each cluster head advertises the cluster head 
information for the formation of its cluster. As the 
percentage of cluster head increases, the number of 
cluster head advertisements will increase. Therefore, 
we will get more gateway and border nodes, and these 
nodes will advertise their node IDs too. 
 
4.3. The Control Overhead 

 
Figure 7 shows the comparisons of control 

overhead and route overhead on energy consumption 
in EDSRT. The control overhead is the cost taken on 
the cluster formation which includes the transmission 
cost of advertisements of cluster heads, gateway, and 
border nodes, and the joining messages of sensor 
nodes. The route overhead is the cost taken on the 
building of a replication path and a search path. 

This simulation result shows that in EDSRT, the 
different percentages of cluster heads present different 
control overheads significantly. The reason is that 
when the number of cluster heads increases, the 
cluster organization will waste more energy. Therefore, 
the control overhead is directly proportional to the 
percentage of cluster heads. 

On the contrary, the route overhead presents a 
tradeoff with the percentage of cluster heads. EDSRT 
(7%) has the lowest route overhead. With a percentage 
lower or higher 7%, the route overhead will be 
increased as explained in Section 4.1. 

�

�� ��

�� �

�� � �

�� �

�� � �

�� �

�� � �

�� �

Energy cost (J)

� 	 
 � � 
 � � � � � 	 
 � � 
 � � � � � 	 
 � � 
 � � � � � 	 
 � � � � �� � � 	 
 � � � � � � �

Percentage of cluster heads

Overhead Comparison

Route overhead

Control overhead

 
Figure 7. Control overhead. 

 
4.4. The Energy Variance 

 
Figure 8 shows the variance of energy 

consumption among sensor nodes. If the variance 
value is large, this means that the total energy 
consumptions are focused on certain nodes. As can be 
seen in the figure, EDSRT (7%) has a higher variance 
value than Rumor-3. The reason is that the specific 
nodes will be heavily involved in EDSRT, while each 
node will be uniformly involved in Rumor. Note that 
we will do the re-selection of cluster heads in EDSRT. 
This means that every node has an equal chance to be 
a gateway or border node. This will alleviate the 
problem of high energy variance. 
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Figure 8. Energy variance. 

 
5. Conclusions 

 
In this paper, we provide a novel routing protocol 

which includes search and replication strategies to 
save the energy and time. Our proposed protocol is 
based on a clustering architecture. The simulation 
results show that we can speed up the search time and 
improve the average latency compared to the rumor 
routing protocol. 
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