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ABSTRACT

In this paper, we proposed an efficient spam filtering method based on decision tree data mining technique, analyzed the as-
sociation rules about spams, and applied these rules to develop a systematized spam filtering method. Our method possessed
the following three major superiorities: (i) checking only an e-mail’s header section to avoid the low-operating efficiency in
scanning an e-mail’s content. Moreover, the accuracy of filtering was enhanced simultaneously. (ii) In order that the probable
misjudgment in identifying an unknown e-mail could be “reversed”, we had constructed a reversing mechanism to help the
classification of unknown e-mails. Thus, the overall accuracy of our filtering method will be increased. (iii) Our method was
equipped with a re-learning mechanism, which utilized the supervised machine learning method to collect and analyze each
misjudged e-mail. Therefore, the revision information learned from the analysis of misjudged e-mails incrementally gave
feedback to our method, and its ability of identifying spams would be improved. Copyright © 2016 JohnWiley & Sons, Ltd.
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1. INTRODUCTION

With the advance of Internet technologies, e-mail has be-
come one of the major communication channels in modern
society. Due to its low cost and convenience, e-mail has be-
come an important media for spreading advertisements, vi-
ruses, and detrimental information. The unsolicited e-mails
or called spams have occupied network bandwidth, de-
creased people’s work efficiency, and even leaked personal
information. According to Hong Kong Anti-SPAM Coali-
tion report dated in 2004 [1], it was estimated that $9 billion
was needed to deal with the impact brought about by spam
on an annual basis. Furthermore, Symantec spam report
dated in May 2014 stated that the global spam rate is
60.6% for the month of May [2]. In other words, almost
61 in 100 e-mails are spams, which is a serious problem.

Various mechanisms have been proposed to filter out the
spammy e-mails, including white/blacklisting, greylisting
[3], rule learning [4,5], and the methods based on text clas-
sification, such as naïve Bayes [6–9], support vector ma-
chine [10], and boosting trees [11,12], multi-agent

[13,14], and genetic algorithm [15]. Other approaches
combine two mechanisms or users’ experiences to increase
the filtering accuracy such as collaborative filtering tech-
niques [16].

Among these mechanisms, content-based filtering
methods, which scan an e-mail’s content, are widely used
and characterized by their effectiveness [6]. However, the
process of scanning content will increase complexity and
reduce operation efficiency. Recently, some efficient
header-based methods of analyzing only an e-mail’s
header section have been proposed [4,5,17,18]. However,
the header-based methods perform better in efficiency but
probably poor to maintain their accuracy because an
e-mail’s header has less information than an e-mail’s
content.

The machine learning methods are to collect existing
data (denoted as “training data”) and choose useful attri-
butes of the data to generate meaningful rules or models,
which can be applied to predict the newly arrived data
[19–21]. Machine learning techniques can be divided into
two categories: unsupervised and supervised. In
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unsupervised learning, no labels are used on the training
data to be classified. On the other hand, the supervised
learning methods learn the classification by using a set of
man-made examples [22]. Supervised learning algorithms
are now applied frequently [23], such as support vector
machines [10], random forests [24], and decision trees
[4,5,17,25,26].

Machine learning methods have two major phases: (i)
the training phase and (ii) the classification phase [19–22].
In the training phase, the prior estimates are captured by
building a model from the training data. The model built
using training data is then applied by a classifier to classify
the unknown data in the second phase (i.e., the classifica-
tion phase). However, at the end of training phase, the
model or rules are learned from previous data, whose
knowledge may be outdated. If the spammers design newly
spamming techniques, the classifier could not detect and fil-
ter these novel spams.

This study aims to propose an efficient spam filtering
mechanism based on machine learning technique. We will
apply the uncomplicated decision tree data mining algo-
rithm to find association rules about spams from the train-
ing e-mails. Based on these association rules, we propose a
systematized three-phase spam filtering method with the
following major superiorities:

(1) Checking only an e-mail’s header section in order to
avoid the low-operating efficiency in scanning an
e-mail’s content. On the other hand, the accuracy
of filtering will be enhanced simultaneously.

(2) A reversing mechanism is constructed to avoid mis-
judgment in identifying unknown e-mails. In order
that the probable misjudgment can be “reversed”,
we establish a reversing mechanism, which will cal-
culate a supplementary score to help the classifica-
tion of each unknown e-mail. Thus, the overall
accuracy of our filtering method will be increased.

(3) A re-learning mechanism is designed to incremen-
tally improve our method. We utilize the supervised
machine learning to collect and analyze each
misjudged e-mail that resulted from our method.
Therefore, the revision information learned from
the analysis of misjudged e-mails can incrementally
give feedback to our method and improve its ability
of identifying spams.

The remainder of this paper is organized as follows:
Section 2 discusses the decision tree data mining algo-
rithm. Section 3 presents the descriptions of our proposed
mechanism. The experimental results of our method are
shown in Section 4. Section 5 concludes this paper.

2. DECISION TREE DATA MINING
ALGORITHM

Decision tree is one of the data mining methods upon the
tree data structure. The general statistical methods usually

can only analyze the distribution of the surface of data,
whereas decision tree algorithms can find the potential as-
sociation rules between the important attributes from the
existing data. Moreover, the prediction of classification of
the unknown data can be further acquired by comparing
their related attributes’ values to these association rules.

An example of a tree is illustrated in Figure 1. There is a
start node called the “root node” in each tree. If there is any
node under, the bottom nodes will be the “children nodes”
of the above one, and the above one will be the “parent
node” of the bottom ones. For example, node A is the root
node of this tree in Figure 1, B and C are children nodes of
A, and A is the parent node of B. Moreover, each node
without children is called a “leaf node”, such as C, D,
and E in Figure 1.

The Iterative Dichotomiser 3 (called ID3 for short) is
one of the most well-known and effective decision tree al-
gorithms, [25,26]. In 1999, Stark and Pfeiffer [27] studied
the behavior of ID3 and pointed out that ID3 was better
than other decision tree methods, such as C4.5, CHAID,
and CART. As compared with the improved methods of
ID3 (for example, C4.5), Ohmann et al. demonstrated that
the quantity of association rules computed by ID3 was not
as numerous as that of C4.5 [28]. In other words, consider-
ing the simplicity of rule quantity, the ID3 algorithm pos-
sessed the superior feature. Hence, we choose ID3 as the
data mining technique in this research.

Let “target attribute” be the attribute which is con-
cerned objective of our research. For example, we suppose
that the attribute “e-mail type” (“S” means it is spammy;
“L” means it is legitimate) is the target attribute in this
study. And let “critical attributes” be the other important
attributes which interest us in this research. The construc-
tion process of decision tree will start from root node. Note
that all of the data instances are initially contained in the
root node. The ID3 algorithm will select an unselected
critical attribute with the maximum “information gain”
(the detailed process will be described later). Then, the
ID3 algorithm will divide all data instances into children
nodes according to their values of the selected critical
attribute. Subsequently, each children node respectively
repeated the same process for its own data instances.

Figure 1. An example of tree.
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In the ID3 algorithm, there are two conditions to end the
construction process of a decision tree: (i) All of the critical
attributes are selected; and (ii) target attribute’s values of all
data instances in this children node are exactly the same. If
any of the two conditions is satisfied, this children node will
be signified as a leaf node. Given a leaf node C, it will be
labeled by the value of target attribute possessed by the ma-
jority of data instances in C, which is denoted as Label(C).
And let |Label(C)| be the number of data instances whose
target attribute’s value is equal to Label(C) in C. Then,
we calculate C’s degree of purity (denoted as Purity(C))
and degree of support (denoted as Support(C)), and end this
node’s execution of the ID3 algorithm. The formulas of
Purity(C) and Support(C) are defined as follows:

Purity Cð Þ ¼ Label Cð Þj j= Cj jð Þ*100%
Support Cð Þ ¼ Cj j=Nð Þ*100%

where |C| is the number of data instances contained in node
C and N is the number of total data instances.

The detailed process of the ID3 algorithm is summa-
rized as follows. Note that we have modified step 4 of
the ID3 algorithm by adding a stop condition in order to
avoid the inordinate branching. And the variables Plower,
Pupper, and Slower indicate the threshold values of stopping
computation.

Step 1. If the target attribute’s values of all data in-
stances in node C are exactly the same, then
set C to be a leaf node, compute Purity(C)
and Support(C), and stop.

Step 2. If all critical attributes are “selected”, then set C
to be a leaf node, let Label(C) be the value of
target attribute possessed by the majority of
data instances in C, compute Purity(C) and
Support(C), and stop.

Step 3. Compute the information gain G(A) for each
unselected critical attribute A and select the
one with maximum information gain. Divide
all data instances contained in node C into dis-
joint children nodes according their values of
the select attribute A;

Step 4. Treat each children node branched in step 3 as
node C. If Plower>Purity(C) or Purity(C)>
Pupper or Support(C)< Slower, then stop; else,
continue the algorithm recursively from step 1.

Considering a certain critical attribute A on node C, its
information gain G(A) concerns the “entropy” of node C,
which is denoted as E(C) and calculated by the following
formula:

E Cð Þ ¼ �∑
t

i¼1

pi
n
�log2

pi
n

where t is the number of target attribute’s values, pi is the
total number of data instances corresponding to the ith
value of the target attribute in C, and n is the number of data
instances in C. Then, the information gain G(A) of critical
attribute A is calculated by using the following formulas:

G Að Þ ¼ E Cð Þ � Eþ Að Þ

Eþ Að Þ ¼ ∑
k

j¼1
nj=n
� ��E Cj

� �

where k is the number of values of critical attribute A, Cj

with 1 ≤ j ≤ k is a subset of C including the data instances
corresponding to the jth value of critical attribute A, and
nj is the total number of data instances contained in Cj.

Finally, each leaf node in the resulted decision tree will
be labeled as a value of the target attribute. And each path
constructed from root node to leaf node will form an asso-
ciation rule. In other words, all of the internal nodes on the
path constructed a row of “if” judgment of several critical
attributes. With the “then” result presented by the labeled
value (i.e., Label(C)) of the leaf node, there is the associa-
tion rule of “if–then” pattern constructed.

3. SYSTEM ARCHITECTURE

In this paper, we propose a systematized three-phase spam
filtering method based on decision tree data mining tech-
nique. In the method, we construct a reversing mechanism
to avoid the misjudgment of unknown e-mails and design a
re-learning mechanism to incrementally improve the filter’s
ability to identify spams accurately. As shown in Figure 2,
our method can be divided into the following three phases:

(1) Training phase: The purpose of this phase is to find
association rules about spams by analyzing only the
header sections of training e-mails. And the associ-
ation rules will be applied to classify unknown
e-mails in the second phase. There exist two major
modules in the training phase: rule constructing
module and reversing mechanism’s setup module.
The rule constructing module will check the critical
attributes of e-mails and apply the decision tree algo-
rithm ID3 to compute the potential association rules
of the “if–then” pattern, which will be stored into the
rule database. And the reversing mechanism’s setup
module is designed to initialize the parameters of our
reversing mechanism.

(2) Classification phase: This phase is to classify the
unknown e-mails. Each unknown e-mail will be
scored by applying the rule database and the revers-
ing mechanism together. According to the computed
score, each unknown e-mail can be classified as
either a legitimate e-mail or a spam.

(3) Re-learning phase: This phase will incrementally
learn the revision information by analyzing
misjudged e-mails resulted from the classification
phase to improve our filtering method. Thus, those
misjudgments will give feedback to our filtering
method and strengthen its ability of classifying un-
known e-mails accurately.

Occasionally, the header-based method may unavoid-
ably suffer from deficiency of information in identifying
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unknown e-mails. In order that the misjudgment can be
“reversed”, we establish a reversing mechanism with
the reversing database in our filtering system. Our re-
versing mechanism contains the following three major
tasks:

(1) In the training phase, the reversing mechanism’s
setup module will initialize the reversing database,
which will be applied to compute an auxiliary
score for each unknown e-mail in the classification
phase.

(2) In the classification phase, each unknown e-mail is
first examined and scored by applying the rule data-
base to compute its original score. Note that the
original score of an unknown e-mail implies its ten-
dency to be identified as a spam. Obviously, if the
computed original score of a legitimate e-mail is
high, then it should be decreased. On the other
hand, if the computed original score of a spammy
e-mail is low, then it should be increased. There-
fore, we arrange that each unknown e-mail should
be examined once again to compute its additional
score by checking the corresponding parameters of
the reversing database. The deciding classification
of this unknown e-mail will be judged according
to the sum of the original score and the additional
score. Thus, the latent misjudgment of this un-
known e-mail is likely to be “reversed” by the effect
of the additional score.

(3) The re-learning phase utilizes the supervised ma-
chine learning method to analyze each misjudged
e-mail resulted from the classification phase.
According to the revision information learned from
analysis of those misjudged e-mails, our re-learning
mechanism will improve the reversing database.
Hence, the misjudged e-mails can incrementally
give feedback to strengthen our reversing
mechanism.

Then, we will introduce the detailed procedures of the
training phase, classification phase, and re-learning phase.
Note that each training e-mail or unknown e-mail is han-
dled first by the pre-processing procedure. In the pre-
processing procedure, the header section of each e-mail
will be examined. First, the meaningless stop words will
be removed from the header section. Then, apply the Porter
stemming algorithm [29] to strip suffixes from English
words. Thus, the noise in fields of an e-mail’s header sec-
tion will be reduced.

3.1. Training phase

In the training phase, numerous e-mails collected in ad-
vance are taken as the training data for our spam filtering
method. The main purpose of this phase is to seek for asso-
ciation rules between the critical attributes and the target
attribute of training e-mails. Then, these rules will be ap-
plied to classify unknown e-mails in the classification
phase. As shown in Figure 3, the training phase contains
two major modules: rule constructing module and revers-
ing mechanism’s setup module, which will be introduced
as follows.

3.1.1. Rule construction module
We set the attribute “e-mail type” to be the target attri-

bute in this study. If the training e-mail is spammy, then
its e-mail type will be denoted as “S.” On the other hand,
if the e-mail is legitimate, then its e-mail type will be de-
noted as “L.” Moreover, as shown in Table I, nine critical
attributes of binary values are defined by surveying the
important fields of an e-mail’s header section and referring
to the related researches [4,5,18]. These nine critical attri-
butes are divided into three categories of “sender”, “title”,
and “time and size.” We will apply the ID3 decision tree
algorithm to analyze the associative rules between the nine
critical attributes and the target attribute of the training
e-mails.

Figure 2. Architecture of the three-phase spam filtering method.
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The detailed process of the rule construction module is
described by the following stages.

Stage 1. Capturing critical attributes

In this stage, each training e-mail will be checked to
capture the values of all necessary critical attributes. For
each training e-mail, the target attribute’s value depends

on its type (“S” means it is spammy; “L” means it is legit-
imate). And the nine critical attributes are defined as shown
in Table I, whose values are decided by checking the cor-
responding fields of header section and looking up the
spam keywords table (if necessary). The table of spam key-
words contains suspicious keywords found frequently in
spams. In this study, we will take the spam keyword table
proposed by Sanpakdee et al. [30].

Figure 3. Detailed process of the three-phase spam filtering method.

Table I. The nine critical attributes of e-mail.

Attribute categories Critical attribute Value

Sender Length of sender’s name is abnormal If the length of sender’s name is more than nine characters, then it
is set at 1 (True), otherwise 0 (False).

Either sender’s name or address is
abnormal

If any of sender’s name and address is blank or contains abnormal
symbol, then it is set at 1 (True), otherwise 0 (False).

Spam keyword is found in sender’s
name or address

If any spam keyword is found, then it is set at 1 (True), otherwise
0 (False).

Title E-mail’s title is abnormal If the title is blank or contains more than three wrong (or unknown)
words, then it is set at 1 (True), otherwise 0 (False).

E-mail’s title includes spam keyword
(type I)

If an e-mail’s title has a spam keyword, then it is set at 1 (True),
otherwise 0 (False).

E-mail’s title includes spam keyword
(type II)

If an e-mail’s title has at least three spam keywords, then it is set
at 1 (True), otherwise 0 (False).

Other Sending date and receiving date are
abnormal

If the date of sending distinctly differs from the date of receiving,
then it is set at 1 (True), otherwise 0 (False).

E-mail’s size is abnormal If an e-mail’s size is equal to or larger than 8000, then it is set at 1
(True), otherwise 0 (False).

E-mail’s format If this e-mail’s format is HTML or contains attachments, then it is
set at 1, otherwise 0.
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Stage 2. Constructing the decision tree

This stage employs the decision tree data mining algo-
rithm ID3 to look for the association rules between the tar-
get attribute and critical attributes. The captured attributes
of the training e-mails mentioned in the preceding texts
will be input into the algorithm ID3 to build a decision tree,
which will bring out the potential association rules of the
“if–then” pattern between the nine critical attributes and
the target attribute.

Stage 3. Scoring the rules

Then, we will score each rule by using the formulas
based on the values of its degree of support and degree
of purity. Given an association rule R, we assume that C
is its leaf node, n is the number of e-mails whose the target
attribute’s value is “S” in node C, and Support(R) records
the degree of support of this rule. We compute the values
of degree of support for all rules and denote the maximum
one as SupportMAX and the minimum one as SupportMIN.
Let Support(C), Purity(C), and Label(C) be defined as
mentioned earlier. Before describing the scoring formula
of rules, we have to introduce the following three impor-
tant functions: Spam. Tendency(R), W(Rule. Support(R)),
and S(Rule. Support(R)).

The function Spam. Tendency(R) implies the rule’s “in-
tensity” to classify e-mails as spams, which is defined as
follows:

Spam:Tendency Rð Þ ¼ Purity Cð Þ if Label Cð Þ ¼ ″spam″;

and Spam:Tendency Rð Þ ¼ n
Cj j

� �
*100% otherwise;

where |C| is the number of e-mails contained in leaf node C.
The functionW(R) records the weighted value of rule R,

which is computed as follows:

W Rð Þ ¼ Support Cð Þ
SupportMAX þ SupportMIN

�100%:

Assume that WMAX is the maximum one and WMIN is
the minimum one of weighted values of all the rules com-
puted by the formula in the preceding texts. Then, the func-
tion S(Rule. Support(R)) will record the score of Rule.
Support(R), which is relative to the ranking of weighted
value of rule R.

S Rule:Support Rð Þð Þ ¼ W Rð Þ �WMIN

WMAX �WMIN
�100%:

Now, we can compute the score of rule R, which is re-
corded by the function Rule. Score(R). It is composed of
Spam. Tendency(R) and Rule. Support(R) in a ratio of 7:3,
which is defined as follows:

Rule:Score Rð Þ ¼ ð0:7�Spam:Tendency Rð Þ
þ0:3�S Rule:Support Rð Þð ÞÞ�100:

After computing the scores, all of the rules are stored
into the rule database, which keeps the extracted associ-
ation rules and will be accessed by the classification
phase to classify unknown e-mails. Moreover, we
choose out the minimum rule’s score from the rules with
Spam. Tendency(R) more than 80% and set it as the
threshold λ for judging whether the unknown e-mail is
spam.

3.1.2. Reversing mechanism’s setup module
As mentioned earlier, this module is designed to initial-

ize the parameters of the reversing database, which will be
applied by the classification phase to calculate an addi-
tional score for each unknown e-mail. Thus, the latent mis-
judgment of this unknown e-mail is likely to be “reversed”
by the effect of additional score.

In the reversing database, we construct a reversing
table for each rule of the rule database. Each reversing
table records the nine items of critical attributes as
mentioned in Table I. Moreover, each item in this table
has two parameters: plus value and minus value, which
record the adjustment values that will be increased
additionally to unknown e-mails. The plus value records
a positive integer value, which implies a supplement to
the score of an unknown e-mail. Moreover, the minus
value records a negative integer value, which implies
a subtraction from the score of an unknown e-mail.
An example of reversing table is shown in Table II.
Given a rule Ri, we denote its corresponding reversing
table as RT(Ri). Moreover, we denote the nine items
of reversing table RT(Ri) as RT(Ri)[j] for 1 ≤ j ≤ 9,
whose the two parameters plus value and minus value
are named as RT(Ri)[j]. plus and RT(Ri)[j].minus,
respectively.

By using the scored rules of rule database to examine
the attributes of training e-mails, we can classify them
and collect the misjudged ones. The algorithm RT_Initial
will initialize the reversing tables by applying these
misjudged training e-mails. The process of algorithm
RT_Initial is illustrated in Figure 4. Note that each initial
value of RT(Ri)[j]. plus and RT(Ri)[j].minus for 1≤ j ≤ 9 is
set as zero before performing RT_Initial. Moreover, the pa-
rameters I+ and I� are two positive integers, which are ba-
sic units to adjust the values of RT(Ri)[j]. plus and RT(Ri)
[j].minus, respectively.

The detailed process of RT_Initial is summarized as
follows.

Step 1. Check the critical attributes of this misjudged
training e-mail.

Step 2. According to the values of critical attributes,
this training e-mail will dovetail with some
rule, say Ri, in the rule database. Then, the cor-
responding reversing table RT(Ri) associated
with this dovetailed rule Ri will be chosen from
the reversing database.

Step 3. If this misjudged training e-mail is “false posi-
tive” (a legitimate e-mail to be judged as a
spam), do the following operations:
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For 1 ≤ j ≤ 9, check whether this misjudged training e-mail
satisfies the statement of RT(Ri)[j] (“True” or “False”):

If True then do

If RT Rið Þ j½ �:plus ≥ I�; then RT Rið Þ j½ �:plus ¼
RT Rið Þ j½ �:plus� I�;

Else Falseð Þ then do

RT Rið Þ j½ �:minus ¼ RT Rið Þ j½ �:minus� I�:

Step 4. If this misjudged training e-mail is “false nega-
tive” (a spam to be judged as a legitimate
e-mail), do the following operations:

For 1 ≤ j ≤ 9, check whether this misjudged training e-mail
satisfies the statement of RT(Ri)[j] (“True” or “False”):

If True; then do

RT Rið Þ j½ �:plus ¼ RT Rið Þ j½ �:plusþ Iþ;

Else Falseð Þ; then do

If RT Rið Þ j½ �:minusþ Iþ≥0; then RT Rið Þ j½ �:minus ¼
RT Rið Þ j½ �:minusþ Iþ:

Step 5. Store RT(Ri) back to the reversing database.

3.2. Classification phase

The task of this phase is to classify each unknown e-mail to
be either a legitimate e-mail or a spam according to the as-
sociation rules learned in the training phase. The first step
is to extract the critical attributes of each unknown e-mail
and find the dovetailed association rule in the rule database
to compute the original score for this e-mail. Then, this un-
known e-mail’s attributes will be examined once again to
compute its additional score by checking the correspond-
ing reversing table in the reversing database. Finally, this
unknown e-mail can be classified according to the total
score composed of original and additional scores. We de-
scribe the process of this phase in the following stages:

Stage 1. Capturing critical attributes

In this stage, each unknown e-mail will be examined to
capture the values of nine critical attributes as shown in
Table I. The values of these nine critical attributes are de-
cided by checking the corresponding fields of an unknown
e-mail’s header section and looking up the spam keywords
table (if necessary).

Stage 2. Computing the original score

According to the values of critical attributes, this un-
known e-mail will dovetail with some association rule,
say, Ri in the rule database built in the training module.
And we will set the original score of the unknown e-mail
to be Rule. Score(Ri), which is as mentioned previously in
the training phase. Assume that the original score of this
unknown e-mail is named as scoreA

Stage 3. Computing the additional score

Assume that the additional score of this unknown
e-mail is named as scoreB. In this stage, we will access
the corresponding reversing table of dovetailed rule Ri.
First, the reversing table RT(Ri) is picked form the reversing
database. Then, this unknown e-mail’s attributes will be

Table II. An example of reversing table RT(R).

No. Item (True/False)

Revised values

Plus
value

Minus
value

1 Length of sender’s name is abnormal +4 �4
2 Either sender’s name or address is

abnormal
+4 �2

3 Spam keyword is found in sender’s
name or address

+4 �4

4 E-mail’s title is abnormal +4 �2
5 E-mail’s title includes spam keyword

(type I)
+4 �2

6 E-mail’s title includes spam keyword
(type II)

+8 �4

7 Sending date and receiving date are
abnormal

+10 0

8 E-mail’s size is abnormal +4 �3
9 E-mail’s format +4 �2

Figure 4. The flow of RT_Initial.
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examined again to compute its additional score (i.e.,
scoreB) by executing the following steps:

Step 1. Check the critical attributes of this unknown
e-mail.

Step 2. For 1 ≤ j ≤ 9, check whether this unknown
e-mail satisfies the statement of RT(Ri)[j]
(“True” or “False”):

If True, then scoreB = scoreB +RT (Ri) [j].plus;
Else (False), then scoreB = scoreB�RT(Ri)[j] .minus.

Stage 4. Judging classification of this unknown e-mail

Now, the total score of this unknown e-mail can be ob-
tained by adding up scoreA and scoreB. Then, this unknown
e-mail will be classified as a spam if scoreA + scoreB ≥ λ,
and a legitimate e-mail otherwise. In this research, we apply
the supervised machine learning method to collect the
misjudged e-mails for further analysis in the re-learning
phase. Therefore, in this stage, the supervisor will monitor
the classification results of all unknown e-mails and collect
the misjudged ones.

3.3. Re-learning phase

During the re-learning phase, the misjudged e-mails col-
lected in the phase mentioned in the preceding texts (the
classification phase) will be used by algorithm RT_Modify
to modify the reversing tables in the reversing database.
The process of RT_Modify is similar to RT_Initial but not
exactly the same. In RT_Modify, the parameters M+ and
M� are basic units to adjust the values of RT(Ri)[j]. plus
and RT(Ri)[j].minus, respectively. The detailed process of
RT_Modify is summarized as follows.

Step 1. Check the critical attributes of each misjudged
e-mail.

Step 2. According to the values of critical attributes,
this misjudged e-mail will dovetail with some
rule, say Ri, in the rule database. Then, choose
the corresponding reversing table RT(Ri) asso-
ciated with this dovetailed rule Ri from the re-
versing database.

Step 3. If this misjudged e-mail is “false positive” (a le-
gitimate e-mail to be judged as a spam), do the
following operations:

For 1≤ j ≤ 9, check whether this misjudged e-mail sat-
isfies the statement of RT(Ri)[j] (“True” or “False”):

If True; then do

If RT Rið Þ j½ �:plus≥M�; then RT Rið Þ j½ �:plus ¼
RT Rið Þ j½ �:plus�M�;

Else Falseð Þ; then do

RT Rið Þ j½ �:minus ¼ RT Rið Þ j½ �:minus�M�:

Step 4. If this misjudged e-mail is “false negative” (a
spam to be judged as a legitimate e-mail), do
the following operations:

For 1 ≤ j ≤ 9, check whether this misjudged e-mail sat-
isfies the statement of RT(Ri)[j] (“True” or “False”):

If True, then do
RT (Ri) [ j].plus=RT (Ri)[ j].plus+M

+;
Else (False), then do

If RT (Ri) [ j].minus+M
+ ≥ 0, then RT (Ri) [ j] .minus =

RT (Ri) [ j] .minus+M
+.

Step 5. Store RT(Ri) back to the reversing database.

4. EXPERIMENTAL RESULTS

In this section, we perform experiments to confirm the
accuracy and efficiency of our spam filtering method.
We employ two spam datasets as experimental data:
SpamAssassin [31] and Enron-Spam [32], which are com-
monly applied in research papers about spams. The
dataset of SpamAssassin consists of 6827 e-mails (4894
legitimate e-mails and 1933 spams), and the dataset of
Enron-Spam consists of 52 076 e-mails (19 088 legitimate
e-mails and 32 988 spams). Moreover, we have collected
10 502 e-mails (4401 legitimate e-mails and 6101 spams)
in the recent period as supplements to the two datasets
mentioned in the preceding texts. Therefore, the total
number of experimental e-mails is 69 405 (28 383 legiti-
mate e-mails and 41 022 spams). We denote these e-mails
as the third dataset: Mixed-Set, which will be adopted in
this section.

The experiments will be proceeded through the follow-
ing steps: First, we will introduce the efficacy assessment
indexes used in this paper. And we optimize the parame-
ters (I+, I�,M+,M�) used in the algorithms RT_Initial and
RT_Modify. Then, we conduct a series of experiments to
measure the filtering performance of the proposed
method.

4.1. Assessment indexes used in this study

To evaluate the performance for our spam filtering method
proposed in this paper, we employ the following efficacy as-
sessment indexes: “precision”, “recall”, and “F-measure”,
which are commonly used for document classification.
The decision confusion matrix, as shown in Table III, is
used to explain the calculation equations listed as follows
[33–35]. Note that all the four cases A, B, C, and D in
Table III are recorded by the quantity of e-mails.

(1) Accuracy: the percentage of total e-mails that are
correctly recognized. It is defined by the follow-
ing formula:
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Accuracy ¼ Aþ D
Aþ Bþ C þ D

:

(2) Precision: It calculates the ratio of the e-mails clas-
sified correctly in the e-mails judged as the certain
category, representing the filter’s capabilities of
classifying correctly such category of e-mails. In
this study, we calculate the “spam precision” from
the perspective of identifying spams and the “legit-
imate precision” from the perspective of identifying
legitimate e-mails. And the value of “precision” is
set as the mean of spam precision and legitimate
precision. The formulas are listed as follows:

Spam Precision ¼ A
Aþ B

;

Legitimate Precision ¼ D
C þ D

;

Precision ¼ Spam Precisionþ Legitimate Precision
2

:

(3) Recall: It refers the ratio of the e-mails classified
correctly. The “spam recall” is defined as the prob-
ability of classifying correctly spammy e-mails as
spams, and the “legitimate recall” is defined as the
probability classifying correctly legitimate e-mails.
Then, we set the “recall” value as the mean of the
spam recall and legitimate recall. The formulas are
listed as follows:

Spam Recall ¼ A
Aþ C

;

Legitimate Recall ¼ D
Bþ D

;

Recall ¼ Spam Recall þ Legitimate Recall
2

:

(4) F-measure: the harmonic mean of the precision and
recall with equation listed as follows:

F-measure ¼ 2�Precision�Recall
Precisionþ Recall

(5) FP-rate and FN-rate: FP-rate defines the ratio of
misjudging legitimate e-mails as spammy, and FN-
rate defines the ratio of misjudging spams as legiti-
mate. The formulas are listed as follows:

FP-rate ¼ B
Bþ D

FN -rate ¼ C
Aþ C

4.2. Optimization of parameters

Before performing the experiments, we must optimize the
important parameters used in this research. First off, we
should optimize the parameters (Plower,Pupper, Slower),
which indicate the threshold values used in step 4 of the
ID3 algorithm. By performing many experiments, we
found that the size of the decision tree built by the ID3 al-
gorithm can be pruned acceptably if we set (Plower,Pupper,
Slower) as (20, 90, and 2.5%). Therefore, we use these
threshold values as stop conditions in step 4 of the ID3 al-
gorithm. That is, step 4 can be interpreted as follows: “If
20%>Purity(C) or Purity(C)> 90% or Support(C)<
2.5%, then stop.”

Then, we must optimize four important parameters
(I+, I�,M+,M�). The parameters I+ and I� are used by
algorithm RT_Initial in the training phase, and M+ and
M� are used by RT_Modify in the re-learning phase.
We set the initial values of (I+, I�,M+,M�) as (1, 1,
1, 1). Then, we adopted all the 6827 e-mails as testing
data from the SpamAssassin dataset to observe the var-
iation of the accuracy of our spam filtering system
(using both reversing mechanism and re-learning mech-
anism). We fixed the three parameters (I+, I�,M�) at (1,
1, 1) and gradually changed M+ to investigate the var-
iation of the accuracy of our method. The results were
shown in Table IV. From the experimental results, we
observed that the higher value of M+, the higher value
of accuracy. While the M+ reached 10, the accuracy
could not be improved further. Thus, we chose 10 as
the optimal value of M+.

Similarly, we manipulated M� and fixed the other three
parameters (I+, I�,M+) at (1, 1, 10) to observe the variation
of accuracy, which was shown in Table V. Obviously, the
accuracy could not be improved further, while the M�

reached 7. Therefore, we chose 7 as the optimal value ofM�.
By applying the similar way, we chose 12 as the opti-

mal value of I�. Then, we tried to optimize the value of
I+. However, the accuracy would decrease while we began
to adjust I+. Hence, we kept I+ as 1 and finished the optimi-
zation work. Finally, we set the optimal values of

Table III. Four cases of judgment.

E-mail’s categorization in reality

Spammy Legitimate

To be judged as spam A B
To be judged as legitimate
e-mail

C D

Table IV. Optimization of parameter M+ with (I+, I�, M�) =
(1, 1, 1).

M+ Accuracy of method III

4 0.7486
8 0.7438
9 0.7515
10 0.9054
11 0.9054
– –
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parameters as (1, 7, 10, 12). Therefore, we would adopt the
optimized parameters in the experiments of the next
subsection.

4.3. Experimental analysis

In this subsection, we perform the following three experi-
ments to confirm the efficiency of our spam filtering
method proposed in this paper: (A) using SpamAssassin
as experimental dataset; (B) using Enron-Spam as experi-
mental dataset; and (C) using Mixed-Set as experimental
dataset.

Note that the ratio of legitimate e-mails to spams used in
the training phase was different from that in the classifica-
tion phase. In the training phase, we took randomly 1000
training e-mails in the ratio of 1:1 (500 legitimate e-mails
and 500 spams) from the experimental dataset adopted in
each experiment. Moreover, in the classification phase,
we would continuously increase the amount of testing data
(unknown e-mails) to observe the performances of our fil-
tering method. Note that those unknown e-mails were
taken randomly from the adopted experimental dataset
without any predefined proportion of legitimate e-mails
to spams.

In each experiment, the performance of our spam filter-
ing system will be verified by adopting different methods
which are combinations of the mechanisms proposed in
our filtering system: (I) using neither reversing mechanism
nor re-learning mechanism; (II) using only reversing

mechanism; and (III) using both reversing mechanism
and re-learning mechanism. Note that method III is actu-
ally equivalent to the whole filtering system proposed in
this paper. The experimental results are discussed as
follows.

4.3.1. The result of experiment A
In this experiment, we chose SpamAssassin as the ex-

perimental dataset to observe the performance of our filter-
ing system. The result of this experiment was shown in
Figure 5. Obviously, the curve of the accuracy of method
I, which used neither reversing mechanism nor re-learning
mechanism, was lower than those of methods II and III.
With the assistance of reversing mechanism in classifying
unknown e-mails, the curve of the accuracy of method II
was better than that of method I. Moreover, with both of
reversing mechanism and re-learning mechanism, method
III obtained the most outstanding accuracy. After applying
the re-learning mechanism increasingly, the accuracy of
method III reached 0.9675, which implied an excellent
result.

The performances of method III evaluated in various ef-
ficacy assessment indexes were shown in Figure 6. Each
curve of the four indexes had outstanding exhibition.
Among these four curves, the curve of recall obtained the
highest values, which implied that our filtering system
would classify the certain category (spammy or legitimate)
of e-mails correctly.

4.3.2. The result of experiment B
In this experiment, we chose Enron-Spam as the exper-

imental dataset. The Enron-Spam dataset collected a larger
number of e-mails as compared with the SpamAssassin.
The experimental results were shown in Figure 7. Obvi-
ously, the considerable quantities of testing data had made
a great impact on the behaviors of methods I, II, and III.
With the support of re-learning mechanism, method III in-
crementally learned knowledge from numerous unknown
e-mails and obtained the best accuracy. As compared with
experiment A, the curve of accuracy of method III in this
experiment was lifted up and reached 0.9765.

Table V. Optimization of parameter M� with (I+, I�, M+) =
(1, 1, 10).

M� Accuracy of method III

4 0.9250
6 0.9442
7 0.9518
8 0.9518
9 0.9518
– –

Figure 5. The result of experiment A.
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The performances of method III recorded in various ef-
ficacy assessment indexes were shown in Figure 8. Com-
pared with Figure 6, the curves of the four indexes in this

experiment had better exhibitions. After re-learning from
a plenty of unknown e-mails, all curves became stable
and reached the desirable values. Moreover, the ratio of

Figure 7. The result of experiment B.

Figure 6. The performance of method III in experiment A.

Figure 8. The performance of method III in experiment B.
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recall eventually reached the highest value of 0.9992,
which indicated that our system classified the unknown
e-mails perfectly.

4.3.3. The result of experiment C
The previous two experiments had confirmed that the

performance of method III, the filtering system proposed
in this paper, was excellent. In this experiment, we applied
only method III to observe exhibitions of various efficacy
assessment indexes. To emphasize the influence of a great
quantity of testing data, we adopted the Mixed-Set as ex-
perimental dataset and chose a double amount of training
e-mails in this experiment. Precisely, in the training phase,

we took randomly 2000 training e-mail from the Mixed-
Set without any predefined proportion of legitimate e-mails
to spams. Then, in the classification phase, we continu-
ously increased the amount of unknown e-mails taken ran-
domly from the Mixed-Set to observe the performances of
our spam filtering method.

The results of this experiment were shown in Figure 9.
By taking more training data from a plentiful dataset, the
ratio of each assessment index acquired a greatly high
value, more than 0.99, in the beginning of this experiment.
After applying a large number of testing data, all curves of
the four assessment indexes approached more closely and
reached the extremely desirable numerical values. More-
over, the results of the FP-rate (the ratio of misjudging le-
gitimate e-mails as spammy) and FN-rate (the ratio of
misjudging spams as legitimate) in method III of the three
experiments were shown in Table VI. Obviously, both the
FP-rate and FN-rate were ideal even though the proposed
method applied a small experimental dataset. For example,
the FP-rate in experiment A was only 0.0014, which
showed that our filtering method infrequently misjudged

Figure 9. The result of experiment C.

Table VI. The experimental results of FP-rate and FN-rate.

Experiment FP-rate FN-rate

A 0.0014 0.1112
B 0.000786 0.0367
C 0.00099539 0.000454711

Table VII. Comparison of filtering methods.

Methods Recall (%) Precision (%) Accuracy (%)
Checking the whole
content of e-mail

The method of Bayes classifier proposed by Tretyakov [21] 87.44 100 94.49 Yes
Incremental clustering-based classification (ICBC) proposed
by Hsiao and Chang [36]

96.1 95.76 94.73 Yes

Genetic algorithm proposed by Sanpakdee et al. [30] 75.71 89.83 85.53 Yes
The decision tree method proposed by Sheu [4] 96.35 96.67 96.5 No
The decision tree method proposed by Sheu et al. [5] 94.00 97.96 96.17 No
The proposed method in this paper: experimental results
of method III in experiment B

99.92 94.05 97.65 No

The proposed method in this paper: experimental results
of experiment C

99.90 99.92 99.93 No
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the legitimate e-mails (that are of vital importance) as
spammy ones. Moreover, the considerable quantities of
data instances had made a great and incredible improve-
ment on the misjudgment rate, which implied that the
filtering method proposed in this paper possessed outstand-
ing performances.

Table VII was the comparison between some spam
filtering methods proposed in literatures. Note that some
of these methods had to check the whole content of e-mail,
whereas our method would check the e-mail’s header only.
Obviously, our method revealed better accuracy and recall.
We could observe that our precision rate of method III in
experiment B was inferior to those of the other methods.
However, our precision rate of experiment C reached an
almost perfect numerical value, which implied that our
method could incrementally learn classification knowledge
under a great quantity of unknown e-mails to improve
itself.

5. CONCLUSIONS

In this research, we proposed an efficient spam filtering
method based on the decision tree data mining technique,
analyzed the association rules among about spams, and ap-
plied these rules to develop a systematized spam filtering
method. Different from content checking, we classified
e-mails simply by analyzing their basic header data only.
Our method possessed the following three major superior-
ities: (i) checking only the e-mail’s header section to
avoid the low-operating efficiency in scanning the e-
mail’s content. Moreover, the accuracy of filtering was
enhanced simultaneously. (ii) In order that the probable
misjudgment in identifying an unknown e-mail could be
“reversed”, we had constructed a reversing mechanism
to help the classification of unknown e-mails. Thus, the
overall accuracy of our filtering method will be increased.
(ii) Our method was equipped with a re-learning mecha-
nism, which utilized the supervised machine learning
method to collect and analyze each misjudged e-mail.
Therefore, the revision information learned from the anal-
ysis of misjudged e-mails incrementally gave feedback to
our method, and its ability of identifying spams would be
improved.

The results of the experiments with a large number of
testing data showed that the ratios of assessment indexes
—accuracy, recall, precision, F-measure, FP-rate, and
FN-rate—approached more closely and reached the
extremely desirable numerical values, which implied that
the filtering method proposed in this paper possessed
outstanding performances. Note that one of advantages of
our method was to reduce the calculation cost. Therefore,
the method proposed in this paper can classify unknown
e-mails precisely and not consume too many system
resources, which will be extremely useful in resolving the
requirement of judging a large number of unknown e-mails
nowadays.
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