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GLOBAL SYNCHRONIZATION AND ASYMPTOTIC PHASES FOR
A RING OF IDENTICAL CELLS WITH DELAYED COUPLING∗

CHIH-WEN SHIH† AND JUI-PIN TSENG‡

Abstract. We consider a neural network which consists of a ring of identical neurons cou-
pled with their nearest neighbors and is subject to self-feedback delay and transmission delay. We
present an iteration scheme to analyze the synchronization and asymptotic phases for the system.
Delay-independent, delay-dependent, and scale-dependent criteria are formulated for the global syn-
chronization and global convergence. Under this setting, the possible asymptotic dynamics include
convergence to single equilibrium, multiple equilibria, and synchronous oscillation. The study aims at
elucidating the effects from the scale of network, self-decay, self-feedback strength, coupling strength,
and delay magnitudes upon synchrony, convergent dynamics, and oscillation of the network. The
disparity between the contents of synchrony induced by distinct factors is investigated. Two dif-
ferent types of multistable dynamics are distinguished. Moreover, oscillation and desynchronization
induced by delays are addressed. We answer two conjectures in the literature.
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1. Introduction. A population of connected neurons can generate intriguingly
rich collective dynamics. For instance, coherent rhythms which play important roles
in various cognitive activities are ubiquitous in nervous systems [20]. More specifi-
cally, in many regions of the brain, synchronization activity has been observed and
implicated as a correlate of behavior and cognition [31]. It is known that synchro-
nization encourages strengthening of mutual connections among neurons. In fact,
synchronization is a common and elementary phenomenon in many biological and
physical systems [4, 25, 29].

Coupled neural networks, as reductions from biological neuronal models or arti-
ficial motifs, manifest a variety of collective dynamics. These collective behaviors are
determined by individual neuron properties, connection strength, nonlinear coupling
functions, network structure, and transmission time lags. Among these factors, delay,
as occurring in the propagation of action potentials along the axon, the transmission
of signals across the synapse, has been an important concern in the study of neural
systems.

As coherent rhythm is essential in neuronal activity, it is interesting to study
what factors contribute toward synchronization and, once a neural network is syn-
chronized, what synchronous phase is occurring. On the other hand, if the parameters
or the delay magnitudes vary, the system may lose synchrony to different dynamics
[8, 9]. Therefore, in addition to synchronization, it is also important to investigate
the synchronous phases and their transitions. However, mathematical methodology
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1668 CHIH-WEN SHIH AND JUI-PIN TSENG

and analytic theory on these issues for models under nonlinear and delayed coupling
remain to be further developed.

In this investigation, we consider a neural network which comprises a ring of
identical elements with nearest-neighbor coupling under a transmission delay. The
individual element is determined by a scalar equation with a linear decay and nonlinear
delayed feedback. This network is then modeled by a system of nonlinear delay-
differential equations

(1.1) ẋi(t) = −μxi(t) + αgI(xi(t− τI)) + β[gT (xi−1(t− τT )) + gT (xi+1(t− τT ))],

with i mod N . Herein, N is the scale of the coupled network; μ ≥ 0 means self-decay
rate; α and β are, respectively, the synaptic strength of self-feedback and (nearest-
neighbor) coupling with corresponding delays τI ≥ 0 and τT ≥ 0; gI and gT are the
activation functions of the following class:

(1.2)

{
g ∈ C2; limξ→+∞ g(ξ) = v ∈ R, limξ→−∞ g(ξ) = u ∈ R;
g(0) = 0; L := g′(0) > g′(ξ) > 0, and g′′(ξ) · ξ < 0, for ξ �= 0.

A special case is gI = gT = tanh. We say that the self-feedback (resp., coupling) is
inhibitory if α < 0 (resp., β < 0) and excitatory if α > 0 (resp., β > 0), and the
self-feedback (resp., coupling) strength is strong/weak if the magnitude of α (resp.,
β) is large/small. To simplify the presentation, we shall consider system (1.1) with
v = L = 1, u = −1, and gI = gT =: g. Basically there is no qualitative difference
between the cases gI = gT and gI �= gT in our analysis. We shall focus on the effect
from parameters μ, α, β, delays τI , τT , and the characteristic of g upon the dynamics
of (1.1).

System (1.1), with its nearest-neighbor coupling and internal and transmission
delays, represents a basic structure in neural network models. It belongs to the
cellular neural type of networks [7, 26]. Let us denote the synchronous set by

(1.3) S := {(φ1, . . . , φN ) ∈ C([−τmax, 0],R
N) : φi = φj for all i, j = 1, . . . , N},

where τmax := max{τI , τT }. We say that a solution of (1.1) is synchronous if it lies
in S completely; a solution is asymptotically synchronous if its ω-limit set lies in S.
The coupled network (1.1) is said to attain global synchronization if every solution is
asymptotically synchronous.

System (1.1) and other similar delayed neural networks have been studied exten-
sively. Wu and coworkers [21, 32] extended equivariant Hopf bifurcation [12] to differ-
ential equations with time delays and showed that phase-locked oscillations, mirror-
reflecting waves, and standing waves may bifurcate simultaneously from the trivial
solution at some critical values of the delay. The theory was applied to the Hopfield-
type neural network therein. Since then, standard and equivariant bifurcations have
been widely studied in delayed neural networks. For instance, standard Hopf bifurca-
tion theory and symmetric bifurcation theory were applied to study the emergence of
spatio-temporal patterns for systems analogous to (1.1) but with a single delay, i.e.,
τI = τT ; cf. [14, 24, 33]. The direction and stability of the bifurcated periodic solu-
tions have been analyzed in [15] by normal form theory and center manifold theory
[10]. As two distinct delays raise the complexity of analysis, Campbell et al. studied
systems with two delays in a series of papers. Standard Hopf bifurcation, which gives
rise to synchronous periodic solutions, has been studied for (1.1) with N = 3 in [1]
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and general N in [35]. The bifurcation and stability of nontrivial asynchronous oscil-
lations from the trivial equilibrium for (1.1) were analyzed under the DN equivariant
framework for N = 3 in [1] and general N in [2].

The above-mentioned research on delayed neural networks largely focuses on ex-
ploring various patterns of oscillations which are bifurcated from the trivial equilib-
rium as the parameters or the delay magnitudes vary. The analysis therein unfolds
from the stability region of the trivial equilibrium, which is computed from the char-
acteristic equation for the linearized system. For system (1.1), with two delays, the
bifurcation diagram is rather complicated; the stability region was delineated on a
two dimensional plane of parameter and delay, holding the other parameters and de-
lay fixed [1, 35]. The combined effect from the self-feedback strength, the coupling
strength, and the corresponding delays upon the collective dynamics is not apparent
in those works.

The parameter and delay ranges for the stability of the trivial equilibrium were
analyzed for (1.1) with N = 3 in [1] and general N in [35]. The dynamics of the stable
synchronous equilibrium can be regarded as local synchronization for system (1.1)
with trivial asymptotic phases. It is thus appealing to explore a more general regime
for synchronization of system (1.1) with nontrivial asymptotic phases. While most
of the above-mentioned works depict local behaviors around the trivial equilibrium,
there do exist other nontrivial equilibrium points for system (1.1). Thus, to delineate
the complete dynamical scenario of the system, one needs a new analytical approach.

Mathematical tools for investigating global dynamics of coupled systems and de-
layed equations are quite limited. One common approach is the method of Lyapunov
function. Global stability for the trivial solution of (1.1) with μ = 1 and generalN un-
der condition |α|+2|β| < 1 was obtained in [35]. On the other hand, it was concluded
in [1] that system (1.1) with μ = 1 and N = 3 attains the global synchronization if
|α| + |β| < 1. It is obvious that under |α| + 2|β| < 1, the system admits trivial syn-
chronization. Indeed, the conclusion from Lyapunov function approach, as adopted
in [1, 35], often reduces to the situation that every solution converges asymptotically
to a unique synchronous equilibrium point. Moreover, it is not always possible to
construct Lyapunov functions for nonlinear systems, and even if this construction is
possible, typically only delay-independent criteria can be derived. Therefore, it is in-
teresting to develop a new methodology to investigate synchronization with nontrivial
synchronous phases for nonlinear coupled systems.

Regarding coherent rhythms, synchronous periodic solutions bifurcated from the
trivial equilibrium of (1.1) have been studied in [23, 30, 35]. However, a mathematical
result on evolution toward the synchronous set S has not yet been reported. In fact,
the bifurcation analysis was performed under the restriction to set S in [30]. On the
other hand, we also hope to derive concrete criteria for the emergence of synchronous
oscillation to confirm that our global synchronization setting can accommodate the
local bifurcation analysis.

Recently, a new approach for studying global convergence to multiple equilibria
for the Hopfield-type neural network was reported in [28]. Therein, an iterative scheme
is developed to construct delay-independent criteria for the globally convergent dy-
namics. In this presentation, we shall improve and extend the formulation to derive
delay-independent, delay-dependent, and scale-dependent criteria for the global syn-
chronization and global convergence of system (1.1). As delay can induce asynchrony,
delay-dependent criteria for synchronization are important in knowing when and how
synchrony is sustained in systems modeled with delay. We note that the formulation,
and hence the conclusion, in [28] relies on strong positive instantaneous self-feedback
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1670 CHIH-WEN SHIH AND JUI-PIN TSENG

and weak coupling among connected neurons. That is, the established convergent
dynamics are consequences of the intrinsic dynamics for individual neurons. In this
investigation, the globally synchronized dynamics for system (1.1) are actually pro-
moted by sufficiently strong interaction between coupling neurons. We remark that
effective application of this iteration scheme relies on ingenious designs of upper and
lower dynamics according to the targeted behaviors.

Our approach, sprouted from analyzing evolutions toward the synchronous set
S, does lead to global synchronization with several possible nontrivial asymptotic
behaviors including oscillations. In addition, we answer one conjecture posed in [1] on
global synchronization under a delay-dependent criterion which was formulated from
local bifurcation analysis. On the other hand, in [35], it was conjectured that when
N , the scale of the network, is odd, (1.1) can be synchronized if |α| + 2| cos((N −
1)π/N)||β| < 1. The inequality indicates that the synchronization favors a smaller
size of network. The criteria we derive echo this indication with theoretical evidence.
We also illustrate through an example that the synchronization is attained for system
(1.1) with N = 3, but not for N = 4, under the same parameters and delays.

Multistability, describing the coexistence of multiple stable patterns, has been an
essential concern in several applications of neural networks, including pattern recog-
nition and associative memory, decision making, digital section, and analog amplifica-
tion [7, 11, 16]. The recent results on multistability in Hopfield-type neural networks
[3, 5, 6, 28, 36] are associated with the multistability induced by strong excitatory
self-feedback. The analysis therein can be extended to establish the coexistence of
3N synchronous and asynchronous equilibria with 2N among them being stable for
system (1.1) if the self-feedback is excitatory and its strength α is sufficiently stronger
than the coupling strength β. On the other hand, there is a second type of multi-
stability which comprises 3 synchronous equilibria for (1.1) and neural networks of
a similar type [13, 27, 33]. In [13], monotone dynamics theory is employed to an-
alyze this second type of multistability and establish the “generic” convergence to
3 synchronous equilibria in a unidirectional excitatory ring of four identical neurons.
Therein, the “excitatory coupling” is crucial for the network to generate an eventually
strongly monotone semiflow. Wu, Faria, and Huang [33] conjectured that the generic
dynamics for system (1.1) with N = 3, μ = 1, and τI = τT are convergence to two
stable synchronous equilibria if |α − β| < 1 and α + 2β > 1. This conjecture was
not resolved if α < 0 or β < 0, due to the standard ordering in that region being
invalid. Our iteration approach not only recasts the result in [33] but also overcomes
the restriction from the monotone dynamics arguments and establishes the “global”
convergence for the network which admits the multistability of the second type. The
present result implicates that the second type of multistability for system (1.1) is
generated by “strong excitatory coupling” among neurons.

Motivated by the above-mentioned unsolved problems in the literature and an
attempt to elucidate a more complete dynamical scenario for system (1.1), the aims of
this investigation are to derive combined effects from μ, α, β, τI , τT , N , g upon global
synchronization of system (1.1), distinguish the differences between synchrony for
(1.1) with and without delays, establish the convergence of dynamics for (1.1) which
admits multistability induced by “strong excitatory coupling,” and construct concrete
criteria for the emergence of synchronous and asynchronous oscillations induced by
delays.

The presentation is organized as follows. In section 2, we study two types of
scalar equations with time-dependent input, which provide a basis for investigating
the global dynamics of the coupled system (1.1). In section 3, we focus on (1.1) of
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scale N = 3; global synchronization and convergence to three synchronous equilibria
of (1.1) are investigated in subsections 3.1 and 3.2, respectively. Hopf bifurcation in-
duced by the transmission delay at the trivial equilibrium is studied in subsection 3.3.
The investigations in section 3 can be carried over to system (1.1) of scale N > 3.
In particular, in section 4, via a Gauss–Seidel argument, we modify the analysis in
subsection 3.1 to establish the global synchronization for (1.1) of scale N ≥ 3. We
present three numerical illustrations in section 5.

2. Scalar equations with time-dependent input. We shall consider two
types of scalar equations in this section. The first one is deduced from (1.1) in consid-
ering synchronization and is discussed in subsection 2.1. The second one, presented
in subsection 2.2, is concerned with convergent dynamics for the multidimensional
system (1.1). The proofs for Lemmas 2.3 and 2.9 and Propositions 2.4–2.6 and 2.10
will be arranged in subsection 2.3 for fluency of the presentation.

The asymptotic behaviors of these scalar equations will be captured through
sequential controls by upper and lower dynamics under some mild or moderate con-
ditions. The functions governing these upper and lower dynamics shall be suitably
designed according to the targeted behavior of the scalar equation.

2.1. For synchronization. In this subsection, we introduce the scalar equation
associated with the synchronization for (1.1). Let t0 be the initial time, and let x(t)
and y(t) be C1 scalar functions which are eventually attracted by some closed and
bounded interval Q; namely, x(t) and y(t) remain in Q, for all time t ≥ t̃0, for some
t̃0 ≥ t0. Let w(t) be a bounded continuous function defined for t ≥ t0. Assume that
z(t) = x(t)− y(t) satisfies the following scalar delay-differential equation:

(2.1) ż(t) = −μz(t)− Σ2
i=1γi[g(x(t− τi))− g(y(t− τi))] + w(t), t ≥ t0,

where μ > 0, γ1, γ2 ∈ R, τ1, τ2 ≥ 0, and g is of class (1.2). We denote

(2.2) τ := max{τ1, τ2}, Ľ := min{g′(ξ) : ξ ∈ Q}.
The main result (Proposition 2.4) derived for (2.1) asserts that there exists a (τ1, τ2)-
dependent bounded and closed interval containing zero to which every solution of
(2.1) converges under some (τ1, τ2)-dependent condition. We shall also derive τ2-
independent and (τ1, τ2)-independent results in Propositions 2.5 and 2.6, respectively,
through modified formulations.

Let us introduce some notation. For γ ∈ R, set

γ̂ :=

{
γ, γ ≥ 0,
γĽ, γ < 0,

γ̌ :=

{
γĽ, γ ≥ 0,
γ, γ < 0.

(2.3)

Herein, γ̂ (resp., γ̌) expresses the largest (resp., smallest) possible value of γg′(ξ)
for ξ ∈ Q, as the maximal value of g′(ξ) was set as L = 1 in section 1. Obviously,
ˆ(−γ) = −γ̌, ˇ(−γ) = −γ̂, and γ̂ ≥ γ̌. We assume Σ2

i=1γ̌i > 0; hence Σ2
i=1γ̂i > 0 and

Σ2
i=1|γi| �= 0. For T ≥ t0, we denote |w|max(T ) := sup{|w(t)| : t ≥ T }.

The following two scalar functions lead to upper and lower bounds, respectively,
for the dynamics of (2.1):

ĥ(ξ) :=

{ −μξ + 2Σ2
i=1|γi|+ |w|max(t0) if ξ ≥ 0,

−(μ+Σ2
i=1γ̂i)ξ + 2Σ2

i=1|γi|+ |w|max(t0) if ξ < 0,

ȟ(ξ) :=

{ −(μ+Σ2
i=1γ̂i)ξ − 2Σ2

i=1|γi| − |w|max(t0) if ξ ≥ 0,
−μξ − 2Σ2

i=1|γi| − |w|max(t0) if ξ < 0.
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1672 CHIH-WEN SHIH AND JUI-PIN TSENG

Fig. 1. Configurations of functions ĥ, ȟ, ĥ(0)(·, T ), and ȟ(0)(·, T ).

Obviously, ĥ(ξ) ≥ ȟ(ξ) and ĥ(ξ) = −ȟ(−ξ). The piecewise linear functions ĥ and
ȟ are decreasing and have unique zeros at Âh and Ǎh, respectively, where Âh =
[2Σ2

i=1|γi| + |w|max(t0)]/μ ≥ 0 and Ǎh = −Âh ≤ 0; cf. Figure 1. Assume that z(t)
satisfies (2.1). Note that x(t) and y(t) in (2.1) remain in compact set Q for all t ≥ t̃0.
As seen from (2.1) and the setting of g, there exists an εh > 0 such that

(2.4) ȟ(z(t)) + εh ≤ ż(t) ≤ ĥ(z(t))− εh for all t ≥ t̃0.

In other words, ĥ − εh and ȟ + εh provide preliminary upper and lower bounds for
the dynamics of (2.1). There are certainly other upper and lower bounds for (2.1);

however, the design of ĥ and ȟ is closely linked to the consecutive formulation of the
sequential upper and lower dynamics for (2.1) to be introduced below. We deduce
the following lemma with x(t), y(t), Q, and t̃0 being provided a priori in considering
(2.1).

Lemma 2.1. Assume that Σ2
i=1γ̌i > 0. If z(t) satisfies (2.1), then (2.4) holds;

subsequently, there exists a Tx,y ≥ t̃0+ τ such that z(t) ∈ [Ǎh, Âh] for all t ≥ Tx,y− τ .
Moreover,

ȟ(Âh) < ż(t) < ĥ(Ǎh) for all t ≥ Tx,y − τ.

Remark 2.1. If Σ2
i=1γ̂i > 0, then ȟ(Âh) = −(2 + Σ2

i=1γ̂i/μ)(2Σ
2
i=1|γi| +

|w|max(t0)) < 0, ĥ(Ǎh) = (2 + Σ2
i=1γ̂i/μ)(2Σ

2
i=1|γi| + |w|max(t0)) > 0. Moreover,

x(t) and y(t) lie in Q for all t ≥ Tx,y − τ , where Tx,y is given in Lemma 2.1.
Now, let us consider the following condition for (2.1).
Condition (H1): Σ2

i=1γ̌i > 0, Σ2
i=1(τi|γi|) < 2Σ2

i=1|γi|/[(2+Σ2
i=1γ̂i/μ)(2Σ

2
i=1|γi|+

|w|max(t0))].
The latter inequality in condition (H1) favors small delays τ1, τ2. From Re-

mark 2.1, it can be computed directly that Σ2
i=1(τi|γi|)ĥ(Ǎh) < 2Σ2

i=1|γi| under
condition (H1). Subsequently, there exists an ε0 > 0 with ε0 < εh such that

(2.5) Σ2
i=1(τi|γi|)ĥ(Ǎh) + ε0 < 2Σ2

i=1|γi|.
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Below, we will define iteratively two sequences of scalar functions which can be
regarded as sequential upper and lower bounds for the dynamics of (2.1) as time
proceeds. This iterative construction will be used to capture the asymptotic behavior
for solutions of (2.1). For each T ≥ t0, we introduce the following functions:

ĥ(0)(ξ, T ) =

{ −(μ+Σ2
i=1γ̌i)ξ +Σ2

i=1(τi|γi|)ĥ(Ǎh) + |w|max(T ) + ε0 for ξ ≥ 0,

−(μ+Σ2
i=1γ̂i)ξ +Σ2

i=1(τi|γi|)ĥ(Ǎh) + |w|max(T ) + ε0 for ξ < 0,

ȟ(0)(ξ, T ) = −ĥ(0)(−ξ, T ).

The idea for the formulation of ȟ(0)(ξ, T ) and ĥ(0)(ξ, T ), which involve the signs of ξ
and γi, will be seen in the following discussion.

Now, with the design of functions ĥ, ȟ, ĥ(0), and ȟ(0), under condition (H1), we
obtain for T ≥ t0,

ȟ(ξ) < ȟ(0)(ξ, T ) ≤ ĥ(0)(ξ, T ) < ĥ(ξ) for all ξ ∈ R.(2.6)

Thanks to (2.6), we let m̌(0)(T ) (resp., m̂(0)(T )) be the unique solution of ȟ(0)(·, T ) = 0

(resp., ĥ(0)(·, T ) = 0) lying in interval [Ǎh, Âh]; cf. Figure 1. Note that m̌(0)(T ) =
−m̂(0)(T ) < 0, and if T ≥ Tx,y, then x(t− τi) and y(t− τi) ∈ Q for all t ≥ T ≥ Tx,y,
i = 1, 2. Therefore, for t ≥ T ≥ Tx,y,

ż(t) = −μz(t)− Σ2
i=1γig

′(ζi)z(t− τi) + w(t)

= −μz(t)− Σ2
i=1γig

′(ζi)[z(t)− ż(si)τi] + w(t)

for some ζi ∈ Q and si ≥ t−τ ≥ Tx,y−τ . If z(t) ≥ 0, then ż(t) ≤ −μz(t)−Σ2
i=1γ̌iz(t)+

(Σ2
i=1τi|γi|)ĥ(Ǎh) + |w|max(T ) = ĥ(0)(z(t), T ) − ε0 by Lemma 2.1. If z(t) < 0, then

ż(t) ≤ −μz(t)−Σ2
i=1γ̂iz(t)+(Σ2

i=1τi|γi|)ĥ(Ǎh)+ |w|max(T ) = ĥ(0)(z(t), T )−ε0. With
similar arguments for the lower bound of ż, we thus conclude that for each T ≥ Tx,y,

(2.7) ȟ(0)(z(t), T ) + ε0 ≤ ż(t) ≤ ĥ(0)(z(t), T )− ε0 for all t ≥ T

if Σ2
i=1γ̌i > 0. This explains the formulation of ȟ(0), ĥ(0) and then the formulation of

ȟ, ĥ, under which (2.6) holds.
Lemma 2.2. For T ≥ Tx,y, (2.7) holds under condition (H1). Consequently, z(t)

eventually enters and stays afterward in [m̌(0)(T ), m̂(0)(T )] = [−m̂(0)(T ), m̂(0)(T )].
Notice that interval [m̌(0)(T ), m̂(0)(T )] in Lemma 2.2 is contained in interval

[Ǎh, Âh] in Lemma 2.1. Now, let {εk}∞k=1 be a decreasing sequence with ε1 < ε0
and εk → 0 as k → ∞. Similar to the construction of ȟ(0)(·, T ) and ĥ(0)(·, T ), we
define the following functions iteratively. For k ∈ N and T ≥ t0,

ĥ(k)(ξ, T ) :=

⎧⎪⎪⎨
⎪⎪⎩

−(μ+Σ2
i=1γ̌i)ξ +Σ2

i=1(τi|γi|)ĥ(k−1)(m̌(k−1)(T ), T )
+ |w|max(T ) + εk, ξ ≥ 0,

−(μ+Σ2
i=1γ̂i)ξ +Σ2

i=1(τi|γi|)ĥ(k−1)(m̌(k−1)(T ), T )
+ |w|max(T ) + εk, ξ < 0,

ȟ(k)(ξ, T ) := −ĥ(k)(−ξ, T ),

where m̌(k)(T ) (resp., m̂(k)(T )) is the unique solution of ȟ(k)(·, T ) = 0 (resp., ĥ(k)(·, T ) =
0). Observe that m̌(k)(T ) = −m̂(k)(T ) ≤ 0. Let us define

|w|max(∞) := lim
T→∞

|w|max(T ).
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Referring index k to the kth iteration, these ĥ(k)(·, T ) and ĥ(k)(·, T ) are formu-
lated to provide further delicate upper and lower bounds, respectively, for dynam-
ics of (2.1), as k and T increase. More precisely, ĥ(k)(·, T ) (resp., ȟ(k)(·, T )) de-
creases (resp., increases) with respect to k and T ; accordingly, [m̌(k)(T ), m̂(k)(T )] =
[−m̂(k)(T ), m̂(k)(T )] shrinks to some interval, say [−mp,mp], as k → ∞, T → ∞.
Moreover, it can be shown that if z(t) satisfies (2.1), then for each T ≥ Tx,y and
k ∈ N, z(t) converges to [−m̂(k)(T ), m̂(k)(T )] as t → ∞. Consequently, z(t) converges
to interval [−mp,mp] as t → ∞. We summarize these properties in the following
lemma and proposition.

Lemma 2.3. Assume that condition (H1) holds. Then, for each T ≥ t0, the
sequences {m̂(k)(T )}k≥0 can be defined iteratively. Moreover, the following hold:

(i) for any fixed k ∈ N ∪ {0}, m̂(k)(T ) is decreasing with respect to T ≥ t0;
(ii) for any T ≥ t0, there exists m(T ) ≥ 0 such that m̂(k)(T ) → m(T ) decreasingly

as k → ∞;
(iii) there exists mp ≥ 0 such that m(T ) → mp decreasingly as T → ∞;
(iv) 0 ≤ m(T ) = |w|max(T )/[μ+Σ2

i=1γ̌i −Σ2
i=1(τi|γi|)(2μ+Σ2

i=1γ̂i +Σ2
i=1γ̌i)] for

any T ≥ t0;
(v) ∩T≥t0 [−m(T ),m(T )] = [−mp,mp], and

0 ≤ mp ≤ |w|max(∞)

μ+Σ2
i=1γ̌i − Σ2

i=1(τi|γi|)(2μ+Σ2
i=1γ̂i +Σ2

i=1γ̌i)
.

Proposition 2.4. If z(t) satisfies (2.1), then z(t) converges to interval [−mp,
mp] as t → ∞ under condition (H1).

Through the modified setting of ȟ(k), ĥ(k) (given in subsection 2.3), we can also
establish τ2-independent and (τ1, τ2)-independent conclusions.

Proposition 2.5. If z(t) satisfies (2.1), then z(t) converges to an interval
[−mq,mq] as t → ∞ under condition (H2): γ1 > 0 and τ1γ1(2 + γ1/μ)(2Σ

2
i=1|γi| +

|w|max(t0)) < 2Σ2
i=1|γi|(1− |γ2|/μ)− |γ2||w|max(t0)/μ; moreover,

0 ≤ mq ≤ |w|max(∞)

μ+ γ1Ľ− |γ2| − τ1γ1(2μ+ γ1 + γ1Ľ)
.

Proposition 2.6. If z(t) satisfies (2.1), then z(t) converges to an interval
[−mr,mr] as t → ∞ under condition (H3): Σ2

i=1|γi| < μ− |w|max(t0)/2; moreover,

0 ≤ mr ≤ |w|max(∞)/(μ− Σ2
i=1|γi|).

2.2. For convergent dynamics. For convergent dynamics of (1.1), we consider
the following scalar delay-differential equation with time-dependent external input
E(t):

(2.8) ẋ(t) = −μx(t) + Σ2
i=1γig(x(t− τi)) + E(t),

where μ > 0, γ1, γ2 ∈ R; τ1, τ2 ≥ 0; E(t) is a bounded continuous function defined for
t ≥ t0, and E(t) → 0 as t → ∞; g is an activation function of class (1.2). We also
denote τ := max{τ1, τ2}.

The main result (Proposition 2.10) in this subsection asserts that there exist three
points and every solution of (2.8) converges to one of them. First, we consider the
special form of (2.8) with E(t) being identically zero:

(2.9) ẋ(t) = −μx(t) + Σ2
i=1γig(x(t− τi)).
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Fig. 2. Configurations of functions f̌ ,f̂ , f̌(0), and f̂(0).

By employing arguments parallel to the ones in section 2.1, we shall define iteratively
sequences of upper and lower functions for the dynamics of (2.9) as time proceeds, to
capture the asymptotic behavior of (2.9). We outline only the main process.

Throughout this subsection, we assume that Σ2
i=1γi > 0; hence Σ2

i=1|γi| > 0.
First, we define

f̂(ξ) := −μξ + 2Σ2
i=1|γi|, f̌(ξ) := −μξ − 2Σ2

i=1|γi|.
The decreasing linear functions f̂ , f̌ have unique zeros at Âf and Ǎf , respectively,
where Âf := 2Σ2

i=1|γi|/μ, Ǎf := −2Σ2
i=1|γi|/μ; cf. Figure 2. Let x(t) = x(t; t0, φ) be

the solution of (2.9) evolved from initial value φ at t = t0. We have the following
upper and lower bounds for the dynamics of (2.9):

(2.10) f̌(x(t)) + Σ2
i=1|γi| ≤ ẋ(t) ≤ f̂(x(t)) − Σ2

i=1|γi| for t ≥ t0.

Let us summarize.
Lemma 2.7. Assume that x(t) = x(t; t0, φ) is a solution of (2.9); then (2.10)

holds. Consequently, for any initial value φ, there exists some Tφ ≥ t0 so that x(t)

lies in [Ǎf , Âf ], and hence −3Σ2
i=1|γi| ≤ ẋ(t) ≤ 3Σ2

i=1|γi| for all t ≥ Tφ − τ .

Let us define f(ξ) := −μξ + Σ2
i=1γig(ξ); then f̃ ′(ξ) = −μ + Σ2

i=1γig
′(ξ) for any

vertical shift f̃ of f . If Σ2
i=1γi > μ, there exist exactly two points p̄, q̄ with p̄ < 0 < q̄

such that f̃ ′(p̄) = f̃ ′(q̄) = 0, f̃ ′(ξ) > 0 for ξ ∈ (p̄, q̄), and f̃ ′(ξ) < 0 for ξ ∈ R \ [p̄, q̄].
Restated, if Σ2

i=1γi > μ, then p̄ and q̄ are the only two critical points of f̃ , and

(2.11) g′(p̄) = g′(q̄) = μ/Σ2
i=1γi.

Now, we introduce the condition for convergence to three equilibrium points.
Condition (G1): Σ2

i=1γi > μ, Σ2
i=1|γi|τi < min{1/3, [Σ2

i=1γig(q̄)−μq̄]/(3Σ2
i=1|γi|),

[μp̄− Σ2
i=1γig(p̄)]/(3Σ

2
i=1|γi|)}.

Basically, condition (G1) requires that Σ2
i=1γi > μ and delays τi, i = 1, 2, be small;

in particular, if Σ2
i=1|γi|τi < 1/3, then (Σ2

i=1|γi|τi)(3Σ2
i=1|γi|) < Σ2

i=1|γi|. Thus, there
exists an ε0 > 0 such that

(Σ2
i=1|γi|τi)(3Σ2

i=1|γi|) + ε0 < Σ2
i=1|γi|,(2.12)

Σ2
i=1|γi|τi < min

{
Σ2

i=1γig(q̄)− μq̄ − ε0
3Σ2

i=1|γi|
,
μp̄− Σ2

i=1γig(p̄)− ε0
3Σ2

i=1|γi|
}
.

We further introduce the following vertical shifts of f :

f̂ (0)(ξ) := −μξ +Σ2
i=1γig(ξ) + (Σ2

i=1|γi|τi)(3Σ2
i=1|γi|) + ε0,

f̌ (0)(ξ) := −μξ +Σ2
i=1γig(ξ)− (Σ2

i=1|γi|τi)(3Σ2
i=1|γi|)− ε0.

D
ow

nl
oa

de
d 

12
/0

3/
18

 to
 1

40
.1

19
.1

15
.6

9.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
://

w
w

w
.s

ia
m

.o
rg

/jo
ur

na
ls

/o
js

a.
ph

p



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

1676 CHIH-WEN SHIH AND JUI-PIN TSENG

From (2.12), it yields that

(2.13) f̌(ξ) < f̌ (0)(ξ) ≤ f̂ (0)(ξ) < f̂(ξ) for all ξ ∈ R.

In addition, under condition (G1), p̄ and q̄ are well defined with f̌ (0)(q̄) > 0, f̂ (0)(p̄) <

0. Accordingly, there exist three solutions ǎ(0), b̌(0), č(0) (resp., â(0), b̂(0), ĉ(0)) to

f̌ (0)(·) = 0 (resp., f̂ (0)(·) = 0), with Ǎf ≤ ǎ(0) ≤ â(0) < p̄ < b̂(0) ≤ b̌(0) < q̄ < č(0) ≤
ĉ(0) ≤ Âf ; cf. Figure 2.

According to Lemma 2.7, by arguments similar to the ones for (2.7), we can derive
that

(2.14) f̌ (0)(x(t)) + ε0 ≤ ẋ(t) ≤ f̂ (0)(x(t)) − ε0 for t ≥ Tφ.

We thus conclude the following proposition.
Proposition 2.8. Inequality (2.14) holds under condition (G1). Subsequently, if

x(t) lies in [Ǎf , ǎ(0)] or [â(0), b̂(0)) (resp., (b̌(0), č(0)] or [ĉ(0), Âf ]) for some t ≥ Tφ, then
x(t) eventually enters into [ǎ(0), â(0)] (resp., [č(0), ĉ(0)]). In addition, once x(t) enters
into [ǎ(0), â(0)] or [č(0), ĉ(0)] at time t ≥ Tφ, it remains in the interval thereafter.

Proposition 2.8 depicts a trichotomy for the behavior of x(t); i.e., x(t) either

remains in [b̂(0), b̌(0)] or is attracted to [ǎ(0), â(0)] or [č(0), ĉ(0)] eventually. Accordingly,
we can define certain functions iteratively to establish finer upper and lower bounds
for the dynamics of (2.9). Note that the formulation for such functions depends on the
sign of γi. For simplicity, we present only the case γi ≥ 0, i = 1, 2; the formulation can
be adapted to negative γi. First, let {εk}∞k=1 be a decreasing sequence with ε1 < ε0
and εk → 0 as k → ∞. Those functions are defined as

f̂
(k)
l (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̌

(k−1)
l (â(k−1)) + εk,

f̌
(k)
l (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̂

(k−1)
l (ǎ(k−1))− εk,

f̂ (k)
m (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̌

(k−1)
m (b̂(k−1)) + εk,

f̌ (k)
m (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̂

(k−1)
m (b̌(k−1))− εk,

f̂ (k)
r (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̌

(k−1)
r (ĉ(k−1)) + εk,

f̌ (k)
r (ξ) := −μξ +Σ2

i=1γig(ξ)− (Σ2
i=1γiτi)f̂

(k−1)
r (č(k−1))− εk,

where k ∈ N, f̌
(0)
l = f̌

(0)
m = f̌

(0)
r := f̌ (0); f̂

(0)
l = f̂

(0)
m = f̂

(0)
r := f̂ (0); ǎ(k) (resp.,

b̌(k), č(k)) is the unique solution of f̌
(k)
l (·) = 0 (resp., f̌

(k)
m (·) = 0, f̌

(k)
r (·) = 0) lying

in interval [ǎ(0), â(0)] (resp., [b̂(0), b̌(0)], [č(0), ĉ(0)]); â(k) (resp., b̂(k), ĉ(k)) is the unique

solution of f̂
(k)
l (·) = 0 (resp., f̂

(k)
m (·) = 0, f̂

(k)
r (·) = 0) lying in interval [ǎ(0), â(0)] (resp.,

[b̂(0), b̌(0)], [č(0), ĉ(0)]). The following lemma summarizes the properties for zeros of the
above-defined sequences of single-variable functions.

Lemma 2.9. Assume that condition (G1) holds; then sequences {ǎ(k)}k≥0,

{â(k)}k≥0, {b̌(k)}k≥0, {b̂(k)}k≥0, {č(k)}k≥0, {ĉ(k)}k≥0 can be defined iteratively. There

exist a, b, c, a, b, c ∈ R such that ǎ(k) → a, b̂(k) → b, č(k) → c increasingly, and
â(k) → a, b̌(k) → b, ĉ(k) → c decreasingly, as k → ∞. Moreover, a = a =: a < 0,
b = b = 0, c = c =: c > 0.

Now, we shall depict the trichotomy for the dynamics of (2.9) at successive time

steps. Restated, every solution x(t) of (2.9) may remain in [b̂(k), b̌(k)] for all k; oth-
erwise, x(t) is either attracted by [ǎ(k), â(k)] or [č(k), ĉ(k)] for all k. By Lemma 2.9,
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[ǎ(k), â(k)], [b̂(k), b̌(k)], and [č(k), ĉ(k)] shrink into singletons a, 0, and c, respectively,
as k → ∞. Accordingly, every solution x(t) of (2.9) converges to the set {a, 0, c} as
t → ∞. As the derivation is concerned with the asymptotic behavior of all solutions
to the equation, it is not difficult to modify the arguments and extend the result to
(2.8). We summarize these arguments.

Proposition 2.10. Assume that condition (G1) holds. Let x(t) be a solution of
(2.8) or (2.9). Then x(t) → a or 0 or c as t → ∞.

Notably, by modifying the formulation for Proposition 2.10, we can also derive
τ1-independent and τ2-independent results.

Remark 2.2. The condition Σ2
i=1γi > μ in Proposition 2.10 plays a dominant

role for the convergence to multiple points for solutions of (2.8) and (2.9). Indeed, if
Σ2

i=1γi is small (smaller than μ basically) instead, then (2.8) and (2.9) will admit the
convergence to the origin if the delays are small.

2.3. Proofs of lemmas and propositions. We arrange the proofs of Lem-
mas 2.3 and 2.9 and Propositions 2.4–2.6 and 2.10 in this subsection. The definitions

of upper and lower functions ĥ(k), ȟ(k), f̂
(k)
ς , f̌

(k)
ς , ς = l, m, r, involve their previous

(k−1)-step and time delay τi and are much more complicated than the setting in [28].
The justifications for the assertions in these lemmas and propositions thus require new
techniques.

Proof of Lemma 2.3. It is straightforward to verify assertions (i)–(iii); we sketch
only the arguments. First, by mathematical induction, we can show that

(2.15) ȟ(k−1)(ξ, T ) ≤ ȟ(k)(ξ, T ) ≤ ĥ(k)(ξ, T ) ≤ ĥ(k−1)(ξ, T )

for all ξ ∈ R, k ∈ N. Accordingly, we have ȟ(ξ) < ȟ(k)(ξ, T ) ≤ ĥ(k)(ξ, T ) < ĥ(ξ)

for all ξ ∈ R, k ∈ N ∪ {0}, with the help of (2.6). As ȟ(k)(·, T ) and ĥ(k)(·, T )
are vertical shifts of ȟ(·) and ĥ(·), respectively, both m̌(k)(T ) and m̂(k)(T ) are well

defined for all k ∈ N∪{0} under condition (H1). Note that ȟ(k)(ξ, T ) = −ĥ(k)(−ξ, T )
and the term |w|max(T ) in ȟ(k)(·, T ) is decreasing with respect to T . Accordingly,
m̂(k)(T ) = −m̌(k)(T ) is decreasing with respect to both T and k, and thus assertions
(i)–(iii) follow. Obviously, the assertion (v) follows from assertion (iv).

Let us consider item (iv). It is obvious that m(T ) ≥ 0 for all T ≥ t0. We now

estimate m(T ). For any fixed T ≥ t0, {ĥ(k)(·, T )|[Ǎh,Âh]}k≥1 are uniformly bounded

and equicontinuous; in addition, ĥ(k)(·, T ) decreases with respect to k. There exists

a continuous function ĥ(∞)(·, T ) defined on [Ǎh, Âh] such that

(2.16) ĥ(k)(·, T ) ↓ ĥ(∞)(·, T ) uniformly on [Ǎh, Âh] as k → ∞

by the Ascoli–Azela theorem. As ȟ(k)(ξ, T ) = −ĥ(k)(−ξ, T ), we derive

ȟ(k)(ξ, T ) ↑ ȟ(∞)(ξ, T ) := −ĥ(∞)(−ξ, T ) uniformly for ξ ∈ [Ǎh, Âh] as k → ∞.

With (2.16), m̂(k)(T ) → m(T ), and the continuity of ĥ(k) and ĥ(∞), we derive the

following properties for ĥ(∞)(·, T ):

(P1): ĥ(∞)(ξ, T ) =

⎧⎪⎪⎨
⎪⎪⎩

−(μ+Σ2
i=1γ̌i)ξ +Σ2

i=1(τi|γi|)ĥ(∞)(−m(T ), T )
+ |w|max(T ), ξ ≥ 0,

−(μ+Σ2
i=1γ̂i)ξ +Σ2

i=1(τi|γi|)ĥ(∞)(−m(T ), T )
+ |w|max(T ), ξ < 0,

(P2): ĥ(∞)(m(T ), T ) = 0.
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According to properties (P1) and (P2), ĥ(∞)(·, T ) is a strictly decreasing function

and has a unique zero at m(T ). Due to ĥ(∞)(−m(T ), T ) = (μ + Σ2
i=1γ̂i)m(T ) +

Σ2
i=1(τi|γi|)ĥ(∞)(−m(T ), T ) + |w|max(T ), we derive

0 ≤ ĥ(∞)(−m(T ), T ) =
(μ+Σ2

i=1γ̂i)m(T ) + |w|max(T )

1− Σ2
i=1(τi|γi|)

.

Consequently, for ξ ≥ 0,

ĥ(∞)(ξ, T ) = −(μ+Σ2
i=1γ̌i)ξ

+
Σ2

i=1(τi|γi|)[(μ +Σ2
i=1γ̂i)m(T ) + |w|max(T )]

1− Σ2
i=1(τi|γi|)

+ |w|max(T ).

From ĥ(∞)(m(T ), T ) = 0, we obtain

m(T ) = |w|max(T )/[μ+Σ2
i=1γ̌i − Σ2

i=1(τi|γi|)(2μ+Σ2
i=1γ̂i +Σ2

i=1γ̌i)].

Proof of Proposition 2.4. Let z(t) be a solution to (2.1). By the spirit in concluding
(2.7) and Lemma 2.2 it is not difficult to verify by induction that for arbitrarily fixed
T ≥ Tx,y, and n ∈ N, there exists an increasing sequence {Tk}nk=0 with Tk+1 ≥ Tk+τ ,
for k = 0, 1, . . . , n− 1 and T0 ≥ T + τ , such that

{
ȟ(k)(z(t), T ) + εk ≤ ż(t) ≤ ĥ(k)(z(t), T )− εk for t ≥ Tk + τ, k = 0, 1, . . . , n− 1,

z(t) ∈ [m̌(k)(T ), m̂(k)(T )] for t ≥ Tk+1, k = 0, 1, . . . , n− 1.

This then leads to that for each T ≥ Tx,y, z(t) converges to [−m(T ),m(T )] as t → ∞.
Subsequently, z(t) converges to [−mp,mp] as t → ∞.

Proof of Proposition 2.5. The proof resembles the one for Proposition 2.4 by
recomposing the upper and lower formulations:

ĥ(ξ) :=

{ −μξ + 2Σ2
i=1|γi|+ |w|max(t0), ξ ≥ 0,

−(μ+ γ1)ξ + 2Σ2
i=1|γi|+ |w|max(t0), ξ < 0;

ĥ(0)(ξ, T ) :=

{ −(μ+ γ1Ľ)ξ + τ1γ1ĥ(Ǎ
h) + |γ2|Âh + |w|max(T ) + ε0, ξ ≥ 0,

−(μ+ γ1)ξ + τ1γ1ĥ(Ǎ
h) + |γ2|Âh + |w|max(T ) + ε0, ξ < 0;

ĥ(k)(ξ, T ) :=

⎧⎪⎪⎨
⎪⎪⎩

−(μ+ γ1Ľ)ξ + τ1γ1ĥ
(k−1)(m̌(k−1)(T ), T ) + |γ2|m̂(k−1)(T )

+ |w|max(T ) + εk, ξ ≥ 0,

−(μ+ γ1)ξ + τ1γ1ĥ
(k−1)(m̌(k−1)(T ), T ) + |γ2|m̂(k−1)(T )

+ |w|max(T ) + εk, ξ < 0;

ȟ(ξ) := −ĥ(−ξ), ȟ(0)(ξ, T ) := −ĥ(0)(−ξ, T ), ȟ(k)(ξ, T ) := −ĥ(k)(−ξ, T ).D
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Proof of Proposition 2.6. The proof resembles the one for Proposition 2.4 by
recomposing the formulation for the upper and lower functions:

ĥ(ξ) := −μξ + 2Σ2
i=1|γi|+ |w|max(t0),

ĥ(0)(ξ, T ) := −μξ +Σ2
i=1|γi|Âh + |w|max(T ),

ĥ(k)(ξ, T ) := −μξ +Σ2
i=1|γi|m̂(k−1)(T ) + |w|max(T ),

ȟ(ξ) := −ĥ(−ξ), ȟ(0)(ξ, T ) := −ĥ(0)(−ξ, T ), ȟ(k)(ξ, T ) := −ĥ(k)(−ξ, T ).

Proof of Lemma 2.9. By arguments similar to those in Lemma 2.3, we have

f̌ (0)(·) ≤ f̌
(k)
m (·) ≤ f̂

(k)
m (·) ≤ f̂ (0)(·) for all k ∈ N ∪ {0}. Accordingly, f̌

(k)
m (q̄) > 0

f̂
(k)
m (p̄) < 0, and both b̌(k) and b̂(k) are well defined for all k ∈ N∪{0} under condition

(G1). Moreover, b̂(k+1) ≥ b̂(k), b̌(k+1) ≤ b̌(k) for all k ≥ 0. Thus, limk→∞ b̂(k) = b, and

limk→∞ b̌(k) = b, for some b and b, since {b̌(k)}k≥0 and {b̂(k)}k≥0 are both bounded
monotone sequences. The arguments for ǎ(k), â(k), č(k), ĉ(k) are similar.

Now, let us justify that b = b. Note that there exists a continuous function

f̂
(∞)
m defined on [b̂(0), b̌(0)] such that f̂

(k)
m (·) ↓ f̂

(∞)
m (·) uniformly on [b̂(0), b̌(0)]. Simi-

larly, there exists a continuous function f̌
(∞)
m defined on [b̂(0), b̌(0)] such that f̌

(k)
m (·) ↑

f̌
(∞)
m (·) uniformly on [b̂(0), b̌(0)]. It is obvious that f̌

(∞)
m (ξ) ≤ f̂

(∞)
m (ξ) for all ξ ∈

[b̂(0), b̌(0)]. Moreover, the following properties can be derived:

(P3): f̂
(∞)
m (ξ) = −μξ + Σ2

i=1γig(ξ) − (Σ2
i=1γiτi)f̌

(∞)
m (b), f̌

(∞)
m (ξ) = −μξ +

Σ2
i=1γig(ξ)− (Σ2

i=1γiτi)f̂
(∞)
m (b) for ξ ∈ [b̂(0), b̌(0)];

(P4): f̂
(∞)
m (b) = 0, f̌

(∞)
m (b̄) = 0.

(P4) can be rewritten as{
−μb+Σ2

i=1γig(b)− (Σ2
i=1γiτi)f̌

(∞)
m (b) = 0,

−μb+Σ2
i=1γig(b)− (Σ2

i=1γiτi)f̂
(∞)
m (b) = 0

according to (P3). Hence, we obtain

(2.17)

⎧⎪⎪⎨
⎪⎪⎩

μ(−1 + Σ2
i=1γiτi)b− μ(Σ2

i=1γiτi)b+ (Σ2
i=1γi)(1− Σ2

i=1γiτi)g(b)

+ (Σ2
i=1γi)(Σ

2
i=1γiτi)g(b) = 0,

μ(−1 + Σ2
i=1γiτi)b− μ(Σ2

i=1γiτi)b+ (Σ2
i=1γi)(1− Σ2

i=1γiτi)g(b)
+ (Σ2

i=1γi)(Σ
2
i=1γiτi)g(b) = 0.

The difference of the two equalities in (2.17) is

μ(1− 2Σ2
i=1γiτi)(b − b)− (1 − 2Σ2

i=1γiτi)(Σ
2
i=1γi)[g(b)− g(b)] = 0.

It follows that, for some ζ ∈ R,

μ(1− 2Σ2
i=1γiτi)(b− b)− (1− 2Σ2

i=1γiτi)(Σ
2
i=1γi)g

′(ζ)(b − b) = 0.

Note that g′(ζ) ≤ 1 and 1− 2Σ2
i=1γiτi > 0, due to condition (G1). Thus

(1 − 2Σ2
i=1γiτi)(μ− Σ2

i=1γi)(b− b) ≤ 0.

Hence b ≤ b, and subsequently b = b = 0, as limk→∞ b̂(k) = b and limk→∞ b̌(k) = b
and b̌(k) ≤ 0 and b̂(k) ≥ 0 for all k. The assertion for a = a and c = c can be derived
similarly.
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Proof of Proposition 2.10. We justify the assertion by the following five steps. Let
x(t) = x(t; t0;φ) be a solution of (2.9).

(I) Taking the spirit of controlling ż(t) in Lemma 2.2, we can show that for
arbitrary k ≥ 1, (i) if x(t) ∈ [ǎ(j), â(j)] (resp., [č(j), ĉ(j)]) for t ≥ Tφ + jτ , j =
0, . . . , k − 1, then, for t ≥ Tφ + kτ ,

f̌
(k)
l (x(t))+εk ≤ ẋ(t) ≤ f̂

(k)
l (x(t))−εk (resp., f̌ (k)

r (x(t))+εk ≤ ẋ(t) ≤ f̂ (k)
r (x(t))−εk);

consequently, x(t) enters interval [ǎ(k), â(k)] (resp., [č(k), ĉ(k)]) eventually and then

remains in the interval thereafter; (ii) if x(t) ∈ [b̂(j), b̌(j)] for t ≥ Tφ+jτ , j = 0, . . . , k−
1, then

f̌ (k)
m (x(t)) + εk ≤ ẋ(t) ≤ f̂ (k)

m (x(t)) − εk,

and x(t) ∈ [b̂(k), b̌(k)], for t ≥ Tφ + kτ . Next, we consider the following properties
named M, L, R for solutions x(t) of (2.9):

M: for each k ∈ N ∪ {0}, x(t) ∈ [b̂(k), b̌(k)] for all t ≥ Tφ + kτ ;
L: there exists s ≥ Tφ such that x(s) ∈ [ǎ(0), â(0)];
R: there exists s ≥ Tφ such that x(s) ∈ [č(0), ĉ(0)].
(II) By Proposition 2.8, if there exists s ≥ Tφ such that x(s) > b̌(0) (resp.,

x(s) < b̂(0)), then x(t) satisfies property R (resp., L).
(III) By the definition of property M, it is not difficult to show that if solution

x(t) of (2.9) satisfies property M, then x(t) → [b, b] as t → ∞.
(IV) Assume that x(t) satisfies property R. By arguments similar to those in

the proof of Proposition 2.4, we can show that for arbitrary n ∈ N, there exists an
increasing sequence {Tk}nk=0 with Tk+1 ≥ Tk + τ for k = 0, 1, . . . , n− 1, and T0 ≥ Tφ,
such that ⎧⎨

⎩
f̌
(k)
r (x(t)) + εk ≤ ẋ(t) ≤ f̂

(k)
r (x(t)) − εk

for all t ≥ Tk + τ, and k = 0, 1, . . . , n− 1;

x(t) ∈ [č(k), ĉ(k)] for all t ≥ Tk+1, and k = 0, 1, . . . , n− 1.

Accordingly, x(t) → [c, c] as t → ∞. Similarly, we can show that if x(t) satisfies
property L, then x(t) → [a, a] as t → ∞.

(V) That every solution x(t) of (2.9) satisfies one of properties M, L, R follows
from arguments similar to those in the proof of Proposition 2.3 in [28].

From (III)–(V) and Lemma 2.9, we conclude that x(t) converges to an element of
{a, 0, c} as t → ∞.

3. Dynamics of (1.1) with N = 3. In this section, we focus on (1.1) of scale
N = 3 to establish the synchronization and convergence to multiple synchronous
equilibria of the network. They are presented in subsections 3.1 and 3.2, respectively.
Moreover, in subsection 3.3, delay Hopf bifurcation theory is employed to conclude
the existence of nontrivial synchronous and asynchronous oscillations (standing waves)
induced by transmission delay τT . Notably, system (1.1) is a dissipative system; hence
a solution evolved from any initial condition φ ∈ C([−τmax, 0],R

3) exists for all time
t ≥ t0.

3.1. Global synchronization. We shall derive criteria for the global synchro-
nization of (1.1); namely, xi(t) − xi+1(t) → 0 as t → ∞, i = 1, 2, for every solu-
tion (x1(t), x2(t), x3(t)) of (1.1). To this end, we consider the following differential-
difference system obtained by subtracting xi+1-component from xi-component in
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(1.1):

żi(t) = −μzi(t) + α[g(xi(t− τI))− g(xi+1(t− τI))](3.1)

− β[g(xi(t− τT ))− g(xi+1(t− τT ))],

where zi(t) := xi(t) − xi+1(t), i = 1, 2. We note that system (1.1) achieves global
synchronization if zi(t) → 0, as t → ∞, for all i = 1, 2 and for every zi(t) satisfying
(3.1). Obviously, each component of (3.1) satisfies (2.1) with γ1 = −α, γ2 = β,
τ1 = τI , τ2 = τT , and w(t) = 0. Moreover, xi(t) and xi+1(t) are eventually attracted
by [−(|α|+2|β|)/μ, (|α|+2|β|)/μ], as seen from the equation for xi and xi+1 in (1.1).
We denote

(3.2) α̂ :=

{
α, α ≥ 0,

αL̃, α < 0,
α̌ :=

{
αL̃, α ≥ 0,
α, α < 0,

(3.3) β̂ :=

{
β, β ≥ 0,

βL̃, β < 0,
β̌ :=

{
βL̃, β ≥ 0,
β, β < 0,

where

(3.4) L̃ := min{g′(ξ) : ξ ∈ [−(|α|+ 2|β|)/μ, (|α|+ 2|β|)/μ]}.

Now, let us introduce four different conditions for synchronization of network (1.1).

Condition (S1): −α̂+ β̌ > 0, τI |α|+ τT |β| < μ/(2μ− α̌+ β̂); restated,⎧⎨
⎩

β > (1/L̃)α and τI |α|+ τT |β| < μ/(2μ− αL̃+ β) if α > 0, β ≥ 0,
τI |α|+ τT |β| < μ/(2μ− α+ β) < 1/2 if α ≤ 0, β ≥ 0,

β > L̃α and τI |α|+ τT |β| < μ/(2μ− α+ βL̃) if α ≤ 0, β < 0.

Condition (S2): α < 0, |β| < μ, τI < (μ− |β|)/[α(α− 2μ)].
Condition (S3): β > 0, |α| < μ, τT < (μ− |α|)/[β(β + 2μ)].
Condition (S4): |α|+ |β| < μ.
It can be verified that each ith component of (3.1) satisfies condition (H1) (resp.,

(H2), (H3)) under condition (S1) (resp., (S2), (S4)), i = 1, 2. According to Lemma 2.3
and Proposition 2.4 (resp., Propositions 2.5 and 2.6) with w(t) = 0, we conclude that
zi(t) → 0, as t → ∞, for every zi(t) satisfying (3.1), i = 1, 2. Therefore, network (1.1)
can be synchronized under condition (S1) or (S2) or (S4). On the other hand, each ith
component of (3.1) can also be regarded in the form of (2.1) with γ1 = β, γ2 = −α,
τ1 = τT , τ2 = τI , and w(t) = 0. Thus every ith component of (3.1) satisfies condition
(H2) under condition (S3); hence zi(t) → 0, as t → ∞, for every zi satisfying (3.1).
Accordingly, (1.1) can be synchronized under condition (S3). We thus conclude the
following result.

Theorem 3.1. System (1.1) with N = 3 achieves global synchronization under
one of conditions (S1)–(S4).

Observe that condition (S4) is delay-independent; condition (S3) is τI -indepen-
dent; condition (S2) is τT -independent; (S1) is (τI , τT )-dependent. In conditions
(S1)–(S3), the inequalities involving delays τI , τT all hold if τI and/or τT are small
enough. The parameters α, β which satisfy the inequalities uninvolved with delays in
conditions (S1)–(S4) are depicted in Figures 3(a)–(d), respectively. In particular, let
us interpret the region in Figure 3(a). First, notice that the term L̃ in condition (S1)
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1682 CHIH-WEN SHIH AND JUI-PIN TSENG

Fig. 3. The region of (α, β) that admits synchronization (a) while τT and τT are small, (b) in
spite of τT while τI is small, (c) in spite of τI while τT is small, and (d) in spite of τI and τT .

actually depends on μ, α, β; cf. (3.4). The parameters α, β satisfying condition (S1)
may lie in the first, second, or third quadrant of the (α, β)-plane. Indeed, condition
(S1) is always satisfied if β is positive and α is negative; i.e., the second quadrant of
the (α, β)-plane and τI , τT are small. However, in general, those parameters (α, β)
satisfying condition (S1) and lying in the first (resp., third) quadrant actually also lie
in the parameter region depicted in Figure 3(c) (resp., (b)); cf. Figure 4. Note that
Figure 3(b) (resp., (c)) corresponds to condition (S2) (resp., (S3)), which provides
the τT -independent (resp., τI -independent) result. Therefore, precise reading of the
parameter region for the (τI , τT )-dependent result under condition (S1) is to subtract
the parameter regions satisfying condition (S2) or (S3) from the second quadrant of
the (α, β)-plane as depicted in Figure 3(a).

Remark 3.1. (i) These parameter regimes indicate that if the self-feedback
strength α is strong, then the self-feedback has to be inhibitory to synchronize system
(1.1); on the other hand, if the coupling strength β is strong, then the coupling has
to be excitatory for the synchronization of system (1.1).

(ii) Extracting from the results of Theorem 3.1, it can be observed that large self-
decay, inhibitory self-feedback (with small τI), and excitatory coupling (with small
τT ) are advantageous for (1.1) to be synchronized.

(iii) It will be shown that as |α| (resp., |β|) gets large, delay τI (resp., τT ) can
generate asynchrony; cf. Theorem 3.8, Remark 3.4, and a numerical illustration in
Example 5.2.

If we consider, in particular, τI = τT for (1.1), then each ith component of (3.1)
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SYNCHRONIZATION FOR A DELAYED NEURAL NETWORK 1683

Fig. 4. (a) Ω1 := {(α, β) : α > 0, β ≥ 0 and β > (1/L̃)α}. (b) Ω2 := {(α, β) : α ≤ 0, β <
0 and β > L̃α} as g(ξ) = tanh(ξ) and μ = 1.

Fig. 5. System (1.1) with τI = τT attains synchronization if (α, β) lies in the shaded region in
(a) and τI = τT is small, (b) in spite of delays.

satisfies (2.1) with γ1 = −(α− β), τ1 = τI , γ2 = 0, and w(t) = 0. We thus derive the
following result.

Theorem 3.2. System (1.1) with N = 3 and τI = τT attains global synchroniza-
tion under one of the following conditions:

(i) α− β ≤ −μ and τI = τT < μ/[(β − α)(2μ− α+ β)];
(ii) |α− β| < μ.
The parameter conditions in Theorem 3.2 are depicted in Figures 5(a)–(b), re-

spectively. Notice that the union of these regions is larger than the union of the ones
in Figures 3(a)–(d). This implicates that the stronger result is obtained if τI = τT .

Remark 3.2. The result in Theorem 3.2 indicates that system (1.1) without
delays (τI = τT = 0) can be synchronized if β − α > μ. This can be interpreted as
sufficiently strong inhibitory self-feedback or that excitatory coupling can synchronize
system (1.1) without delays. It is then natural to ask whether the same factors can also
synchronize system (1.1) with delays. We shall see from Theorem 3.8 and Remark 3.4
that this depends on the delay size. Indeed, once the self-feedback strength α (resp.,
coupling strength β) is sufficiently stronger than coupling strength (resp., self-feedback
strength), then synchrony for network (1.1) with nonzero delays (τI and τT may be
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distinct) can be lost and nontrivial asynchronous oscillations are bifurcated from the
origin at delay magnitude τI (resp., τT ) near bifurcation values (there are infinitely
many such values). This highlights the difference between the effect from the self-
feedback or coupling upon the synchronization of the coupled network with delays
and without delays.

The only global synchronization result in the literature was established under the
delay-independent criterion |α| + |β| < 1, for N = 3, in [1]. Some delay-dependent
and delay-independent conditions for the stability of the trivial equilibrium, which is
obviously synchronous, were derived in [1, 35]: basically, both magnitudes of α and
β need to be small, or if α is negative, the magnitude of β has to be dominated by
that of α and if the magnitude of α is large, the corresponding delay τI is required to
be small. The dynamics of a stable synchronous equilibrium can be regarded as local
synchronization. Our analysis has extended the synchronization for system (1.1) to
a range wider than the stable region for the origin, for example, as β is positive and
of large magnitude, as addressed in Theorem 3.1. It was conjectured in [1] that if

|β| < |1 − α| and 0 ≤ τI < τ
(1)
S for some τ

(1)
S , or |β| < |1 − α|/2 and 0 ≤ τI < τ

(2)
S

for some τ
(2)
S , then (1.1) can be synchronized for all τT ≥ 0. Herein, τ

(i)
S , i = 1, 2,

are quantities from bifurcation analysis. Roughly speaking, these conditions require
that |α| be relatively larger than |β| and τI be small enough. Our Theorem 3.1
under condition (S2) answers this conjecture (under the assumption of small τI) and
indicates that “inhibitory” self-feedback strength (α < 0, |α| large) is crucial for the
synchrony of system (1.1). The following example demonstrates that the conjecture
is incorrect if α > 0.

Example 3.1. Consider system (1.1) with N = 3, parameters μ = 1, α = 6,
β = −2, and delays τI = 0, τT = 5. These parameters and delays satisfy the above
condition of the conjecture, but there exist some solutions which converge to an
asynchronous equilibrium.

3.2. Convergence to multiple synchronous equilibria. In this subsection,
we shall investigate the stability of nontrivial synchronous equilibria x± of (1.1) and
derive criteria for the global convergence to these equilibria. Let us consider the
parameter regions

D1 := {(α, β) : α− β ≤ −μ and α+ 2β > μ},
D2 := {(α, β) : |α− β| < μ and α+ 2β > μ},

which are depicted in Figure 6.
Theorem 3.3. System (1.1) with N = 3 has exactly three equilibria (0, 0, 0),

x+ := (u+, u+, u+), and x− := (u−, u−, u−) with u+ > 0 and u− < 0 if (α, β) ∈
D1 ∪D2. If (α, β) ∈ D1 and α ≥ 0, β ≥ 0, or (α, β) ∈ D2, then x± is stable in spite
of delays.

Proof. The existence of equilibria for (α, β) ∈ D1 ∪D2 and the stability of x± for
(α, β) ∈ D2 can be established by arguments similar to those in [33]. It remains to
verify the stability of x± for (α, β) ∈ D1, and α ≥ 0 and β ≥ 0. We merely verify the
case of x+; the case for x− is similar. The linearization of (1.1) about x+ is given by

v̇i(t) = −μvi(t) +αg′(u+)vi(t− τI) + βg′(u+)[vi−1(t− τT ) + vi+1(t− τT )], i = 1, 2, 3.

Thus the characteristic equation is

Δ1(λ)Δ
2
2(λ) = 0,
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Fig. 6. System (1.1) with parameters in regions (a) D1 and (b) D2 admits exactly three
synchronous equilibria.

where Δ1(λ) := μ+λ−αg′(u+)e−λτI−2βg′(u+)e−λτT ,Δ2(λ) := μ+λ−αg′(u+)e−λτI+
βg′(u+)e−λτT . We substitute λ = ν + iw, ν, w ∈ R, into Δ1(λ) = 0 and collect the
real and imaginary parts to obtain

ν + μ = g′(u+)[αe−ντI cos(τIw) + 2βe−ντT cos(τTw)],

w = g′(u+)[−αe−ντI sin(τIw) − 2βe−ντT sin(τTw)].

Summing up squares of these equations gives I1(ν) = I2(ν), where I1(ν) = (ν+μ)2+
w2, I2(ν) = [g′(u+)]2[α2e−2ντI + 4β2e−2ντT + 4αβe−ν(τI+τT ) cos((τI − τT )w)]. Note
that u+ satisfies the stationary equation −μx+(α+2β)g(x) = 0 which admits exactly
three zeros e1, e2, and 0, where e1 < p∗ < 0, 0 < q∗ < e2, and

(3.5) g′(p∗) = g′(q∗) = μ/(α+ 2β).

Obviously, u+ = e2; hence g
′(u+) < μ/(α+2β). If ν ≥ 0, then a contradiction occurs

since I2(ν) < [μ/(α + 2β)]2[α2 + 4β2 + 4αβ] = μ2 ≤ I1(ν). Therefore, ν < 0. If we
substitute λ = ν + iw into Δ2(λ) = 0, it can also be verified that ν < 0 by similar
arguments. The proof is thus completed.

Theorem 3.4. System (1.1) with N = 3 admits exactly three equilibria (0, 0, 0),
x+ := (u+, u+, u+), and x− := (u−, u−, u−), and every solution of the system con-
verges to one of these equilibria under one of the following conditions:

(i) α ≤ 0, β ≥ 0, α+2β > μ, |α|τI + |β|τT < μ/(2μ−α+β), and |α|τI+2|β|τT <
τ∗;

(ii) β > 0, |α| < μ, α + 2β > μ, τT < (μ − |α|)/[β(β + 2/μ)], and |α|τI +
2|β|τT < τ∗, where τ∗ := min{1/3, [(α+ 2β)g(q∗) − μq∗]/[3(|α| + 2|β|)], [μp∗ − (α +
2β)g(p∗)]/[3(|α|+ 2|β|)]}, and p∗, q∗ are defined in (3.5).

Proof. We prove only the first case; the other case can be treated similarly. We
arrange (1.1) into the form

(3.6) ẋi(t) = −μxi(t) + αf(xi(t− τI)) + 2βg(xi(t− τT )) + Ei(t),

where Ei(t) = β[g(xi−1(t− τT )) + g(xi+1(t− τT ))− 2g(xi(t− τT ))]. Owing to α ≤ 0,
β ≥ 0, and α + 2β > μ, (1.1) has exactly three equilibria (0, 0, 0), x+, and x− by
Theorem 3.3. Moreover, since α ≤ 0, β ≥ 0, and |α|τI+ |β|τT < μ/(2μ−α+β) < 1/2,
the system achieves global synchronization according to Theorem 3.1. Therefore,
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1686 CHIH-WEN SHIH AND JUI-PIN TSENG

Ei(t) → 0 as t → ∞. Obviously, each component of (3.6) satisfies (2.8) with γ1 = α,
γ2 = 2β, τ1 = τI , and τ2 = τT . Note that p̄ = p∗, q̄ = q∗ as γ1 = α, γ2 = 2β. Under
condition (i), every ith component of (3.6) satisfies condition (G1). According to
Proposition 2.10, every ith component xi(t) satisfying (3.6) converges to an element
of {u+, 0, u−}. The assertion is thus verified.

If τI = τT in (1.1) is considered in particular, we can further derive the following
theorem.

Theorem 3.5. System (1.1) with τI = τT admits exactly three equilibria (0, 0, 0),
x+ := (u+, u+, u+), and x− := (u−, u−, u−), and every solution of the system con-
verges to one of these equilibria under one of the following conditions:

(i) (α, β) ∈ D1 and τI = τT < {τ̃ , μ/[(β − α)(2μ− α+ β)]};
(ii) (α, β) ∈ D2 and τI = τT < τ̃ , where

τ̃ :=
min{1/3, [(α+ 2β)g(p∗)− μp∗]/[3(α+ 2β)], [μq∗ − (α+ 2β)g(q∗)]/[3(α+ 2β)]}

α+ 2β
.

System (1.1) of scale N = 3 with μ = 1 and τI = τT was considered in [33].
Therein, it was shown that the system achieves synchronization in spite of delay if
|α−β| < 1, and the system has three equilibria (0, 0, 0), x+, and x− if (α, β) ∈ D1∪D2.
Our Theorems 3.2–3.5 improve and extend these results. Note that Theorems 3.3 and
3.4 apply to system (1.1) with independent τI , τT . It was conjectured in [33] that
almost every solution converges to either x+ or x− (generic convergence) for system
(1.1) if (α, β) ∈ D2. Our Theorem 3.5 answers this conjecture by concluding that
every solution converges to one of the synchronous equilibria (0, 0, 0), x+, x− (global
convergence) if (α, β) ∈ D1 ∪ D2 and the time lag is small. Note that as α < 0
or β < 0, standard ordering is invalid in applying the monotone dynamics theory,
adopted in [33], to conclude the convergent dynamics.

Remark 3.3. (i) In Theorems 3.4 and 3.5, α+ 2β > μ and other conditions yield
the existence of multiple equilibria for (1.1). Indeed, if α + 2β is positive and small
or negative instead, we can modify Theorems 3.4 and 3.5 to conclude that the system
achieves global convergence to the origin if delays τI and τT are small; cf. Remark 2.2.

(ii) As mentioned in Remark 3.1(ii), inhibitory self-feedback and excitatory cou-
pling are advantageous for (1.1) to be synchronized. However, there exists a qualita-
tive difference between the situations of strong inhibitory self-feedback and strong ex-
citatory coupling. Roughly speaking, if the self-feedback is inhibitory (resp., coupling
is excitatory) and sufficiently strong, then α+2β is small (resp., large); consequently,
system (1.1) achieves global convergence to a single equilibrium (resp., multiple equi-
libria) when delays are small.

(iii) There is a distinction between multistability of (1.1) induced from strong
excitatory coupling and strong excitatory self-feedback. An extension of the investi-
gations in [5, 6, 28] leads to the convergence to 3N synchronous and asynchronous
equilibria if the self-feedback strength is excitatory and sufficiently stronger than
the coupling strength. Thus, “strong excitatory self-feedback”-induced multistability
of (1.1) comprises coexistence of synchronous and asynchronous equilibria, whereas
“strong excitatory coupling”-induced multistability of (1.1) consists of multiple syn-
chronous equilibria.

3.3. Bifurcations and oscillations. The aim of this subsection is to show
that synchronous oscillation exists under our global synchronization framework. In
addition, we are interested in seeing what self-feedback strength α, coupling strength
β, and delays τI , τT are responsible for the synchronous oscillation. To focus on
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these effects, we set μ = 1 in this subsection. As standing waves often emerge when
synchrony is lost, we shall also discuss the existence of such asynchronous oscillations.
Let us denote by (1.1)0 system (1.1) with odd activation functions g in (1.2); i.e., g
also satisfies g(−ξ) = −g(ξ) for all ξ ∈ R. A solution (x1(t), x2(t), x3(t)) is said to
be in the form of standing waves for system (1.1)0 if two of the components are of
opposite sign and the other equal to zero; i.e.,

xi(t) = −xj(t), xk(t) ≡ 0,

and (i, j, k) = (1, 2, 3) or its permutation; cf. [19].
We shall employ Hopf bifurcation theory to analyze the existence of nontrivial

synchronous solutions for (1.1) and standing wave solutions for (1.1)0, induced by
transmission delay τT . Similar discussions can proceed for bifurcation induced by
self-feedback delay τI . Standard and equivariant Hopf bifurcation theories have been
applied to investigate oscillations for (1.1) in [2, 1, 35]. However, our goal is to
establish concrete criteria for the oscillations which can be accommodated in our
global synchronization setting.

According to the coupling topology of system (1.1),

S := {(φ, φ, φ) : φ ∈ C([−τmax, 0];R)}
is positively invariant under the flow generated by system (1.1). On the other hand,
S and Aσ are both positively invariant under the flow generated by system (1.1)0,
where

Aσ := {(φ1, φ2, φ3) : φi = 0, φj = −φk ∈ C([−τmax, 0];R), (i, j, k) = σ(1, 2, 3)},
and σ(1, 2, 3) is a permutation of index (1, 2, 3). Hence, it allows us to consider system
(1.1)+ (resp., (1.1)σ−), which is a restriction of (1.1) on S (resp., (1.1)0 on Aσ), and
consider only evolutions from points in S (resp., Aσ). First, let us focus on system
(1.1)+. Every component of (1.1)+ satisfies

(3.7) ẏ(t) = −y(t) + αg(y(t− τI)) + 2βg(y(t− τT )).

The linearized system at the origin of (3.7) is

(3.8) v̇(t) = −v(t) + αv(t− τI) + 2βv(t− τT ).

Thus the characteristic equation for (3.8) is

(3.9) Δ+(λ) := (1 + λ− αe−λτI − 2βe−λτT ) = 0.

We substitute λ = iw into Δ+(λ) = 0 and collect the real and imaginary parts to
yield

(3.10)

{
2β cos(τTw) = 1− α cos(τIw),
2β sin(τTw) = −w − α sin(τIw).

Summing up the squares of equations (3.10) gives

(3.11) Q(w) = 4β2,

where Q(w) := w2 + 2α sin(τIw)w − 2α cos(τIw) + α2 + 1. Note that the positive
solution w+ of (3.11) corresponds to one pair of purely imaginary roots ±iw+ of
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1688 CHIH-WEN SHIH AND JUI-PIN TSENG

(3.9). Obviously, Q(w) ≤ Q̃(w) for all w ≥ 0, where Q̃(w) := w2 + 2|α|w + (1 +
|α|)2 is an increasing function for w ≥ 0. A direct computation gives Q′(w) =
[2 + 2τIα cos(τIw)]w + 2α(1 + τI) sin(τIw). Then, Q′(w) ≥ P (w) for all w ≥ 0,
where P (w) = (2 − 2τI |α|)w − 2|α|(1 + τI). Obviously, if τI |α| < 1, then P (w) > 0
for all w ≥ w̃ := |α|(1 + τI)/(1− τI |α|) ≥ 0. Therefore, Q(w) is increasing on [w̃,∞).
Now, let us introduce the condition for the existence of purely imaginary roots of
Δ+(λ) = 0.

Condition (B1)+: τI |α| < 1 and Q̃(w̃) < 4β2; i.e.,

4β2 > (1 + |α|)2 + |α|2
[(

1 + τI
1− τI |α|

)2

+ 2

(
1 + τI

1− τI |α|
)]

.

Notice that Q(w) ≤ Q̃(w) for all w ≥ 0; Q̃(w) is increasing for all w ≥ 0; and Q(w) is
increasing on [w̃,∞). Subsequently, (3.11) admits exactly one positive zero, say ω∗

+,
under condition (B1)+. We thus conclude the following lemma.

Lemma 3.6. There exists exactly one pair of purely imaginary roots, ±iω∗
+, for

characteristic equation (3.9) under condition (B1)+. Herein, ω
∗
+ is the unique positive

zero to (3.11).
On the other hand, every nontrivial component of (1.1)σ− satisfies

(3.12) ẏ(t) = −y(t) + αg(y(t− τI))− βg(y(t− τT )).

The characteristic equation for the linearization of (3.12) is

(3.13) Δ−(λ) := (1 + λ− αe−λτI + βe−λτT ) = 0.

By comparing (3.9) and (3.13), we obtain the condition for the existence of purely
imaginary roots for Δ−(λ) = 0.

Condition (B1)−: τI |α| < 1 and Q̃(w̃) < β2; i.e.,

β2 > (1 + |α|)2 + |α|2
[(

1 + τI
1− τI |α|

)2

+ 2

(
1 + τI

1− τI |α|
)]

.

Lemma 3.7. There exists exactly one pair of purely imaginary roots, ±iω∗
−, for

characteristic equation (3.13) under condition (B1)−.
To find the value of τT at which±iω∗

± are the purely imaginary roots of Δ±(·) = 0,
we divide the second equation by the first of (3.10). Then

tan(τTw) = S(w)/C(w),

S(w) := −w − α sin(τIw), C(w) := 1− α cos(τIw).

Let us define, for k ∈ Z,

η+k :=
1

ω∗
+

⎧⎪⎪⎨
⎪⎪⎩

3π/2 + 2kπ if βC(ω∗
+) = 0, βS(ω∗

+) < 0,
π/2 + 2kπ if βC(ω∗

+) = 0, βS(ω∗
+) > 0,

tan−1(S(ω∗
+)/C(ω∗

+)) + 2kπ if βC(ω∗
+) > 0,

tan−1(S(ω∗
+)/C(ω∗

+)) + (2k + 1)π if βC(ω∗
+) < 0.

Similarly, we can define

η−k :=
1

ω∗−

⎧⎪⎪⎨
⎪⎪⎩

π/2 + 2kπ if βC(ω∗−) = 0, βS(ω∗−) < 0,
3π/2 + 2kπ if βC(ω∗

−) = 0, βS(ω∗
−) > 0,

tan−1(S(ω∗
−)/C(ω∗

−)) + (2k + 1)π if βC(ω∗
−) > 0,

tan−1(S(ω∗−)/C(ω∗−)) + 2kπ if βC(ω∗−) < 0.
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Herein, Δ±(·) = 0 has exactly one pair of purely imaginary roots, ±ω∗
±, at the

bifurcation value τT = η±k . In particular, we shall consider the case that η±k is positive
in the following discussions. We need the following condition for transversality.

Condition (B2)±: [R(ω∗±, η
±
k )]

2 + [I(ω∗±, η
±
k )]

2 �= 0, and Λ(ω∗±) �= 0, where

R(ω, τT ) := 1 + τT + α(τI − τT ) cos(τIw), I(ω, τT ) := τTw − α(τI − τT ) sin(τIw),

Λ(ω) := [1 + ατI cos(τIω)]ω
2 + α(1 + τI) sin(τIω)ω.

Theorem 3.8. Assume that α, β, τI satisfy condition (B1)+ (resp., (B1)−) and
(B2)+ (resp., (B2)−) holds for an η+k > 0 (resp., η−k > 0) for some k. Then Hopf
bifurcation occurs at τT = η+k (resp., τT = η−k ), and a nontrivial synchronous periodic
solution (resp., standing wave solution) is bifurcated from the zero solution of (1.1)
(resp., (1.1)0).

Proof. Under the assumptions, it suffices to justify the transversality to apply
Hopf bifurcation theory [17]. We prove only the first case. The other can be verified
similarly. First, we derive that

∂

∂λ
Δ+(λ)|λ=iω∗

+,τT=η+
k

= {1 + ατIe
−λτI + 2βτT e

−λτT }|λ=iω∗
+,τT=η+

k

= {1 + ατIe
−λτI + τT (1 + λ− αe−λτI )}|λ=iω∗

+,τT=η+
k

= R(ω∗
+, η

+
k ) + iI(ω∗

+, η
+
k ).

Thus, ∂
∂λΔ+(λ)|λ=iω∗

+,τT=η+
k
�= 0 under condition (B2)+; hence there exist some δ > 0

and a smooth function λ : (η+k − δ, η+k + δ) → C such that Δ+(λ(τT )) = 0 and
λ(η+k ) = iω∗

+. Differentiating Δ+(λ(τT )) = 0 with respect to τT at τT = η+k , we
obtain

λ′(η+k ) =
−2βe−λτTλ

1 + ατIe−λτI + 2βτT e−λτT
|λ=iω∗

+,τT=η+
k
=

Q1 + iQ2

R(ω∗
+, η

+
k ) + iI(ω∗

+, η
+
k )

,

where Q1 = (ω∗
+)

2 + α sin(τIω
∗
+)ω

∗
+, Q2 = −ω∗

+ + α cos(τIω
∗
+)ω

∗
+ and hence

Reλ′(η+k ) = Λ(ω∗
+)/{[R(ω∗

+, η
+
k )]

2 + [I(ω∗
+, η

+
k )]

2} �= 0

under condition (B2)+.
Theorem 3.8 presents a concrete criterion for the emergence of synchronous and

asynchronous oscillations for system (1.1). The combination of Theorems 3.1 and 3.8
gives rise to global synchronization which accommodates synchronous oscillation for
system (1.1). The stability and direction of Hopf bifurcation can be computed by
an algorithm using the center manifold theorem and normal form method [18]. The
criticality of the synchronous periodic orbit induced by τT from Hopf bifurcation for
(1.1) with gI = gT = tanh has been shown to be determined by

(3.14) Nc := −[α(τT − τI)(w sin(wτI)− cos(wτI)) + τT (1 + w2) + 1],

where τT = η+k , w = ω∗
+, in [35]. The bifurcation is supercritical (resp., subcritical)

and yields a stable (resp., unstable) limit cycle if Nc < 0 (resp., Nc > 0). We
shall illustrate the periodic orbit obtained by Theorem 3.8 with a combination of the
computation of Nc at the first bifurcation value in an example in section 5. We also
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remark that the bifurcation analysis in [30] was performed on S directly, i.e., on the
reduced equation (3.7). The result therein can be upgraded to conclude the dynamics
of the original system (1.1) if combined with our global synchronization framework.

Remark 3.4. (i) In Theorem 3.8, condition (B1)± plays the dominant role since
condition (B2)± holds generically. Basically, condition (B1)± requires that τI be small
and |β| be relatively larger than |α|. Notably, the restriction on the magnitude of τI
can be relaxed. Observe that the function Q(w) in (3.11) is dominated by the leading
term w2, as w is large. Therefore, if |β| is sufficiently large, there exists exactly
one positive zero for (3.11) given arbitrarily fixed τI and α. Accordingly, large |β|
is advantageous for Hopf bifurcation, and hence synchronous oscillations induced by
transmission delay τT , to take place. A similar observation also holds for asynchronous
oscillations.

(ii) Obviously, (B1)+ is weaker than (B1)−. We thus see that the τT -induced
synchronous oscillations appear ahead of the asynchronous oscillations along the way
of increasing |β|.

(iii) Similar formulations and arguments show that large |α| is advantageous to the
occurrence of synchronous or asynchronous oscillations induced by transmission delay
τI . In contrast to (ii), the synchronous oscillations appear behind the asynchronous
oscillations along the way of increasing |α|.

4. Extension to (1.1) with N ≥ 3. In this section, we shall discuss the
synchronization for system (1.1) of general scale N ≥ 3. The difference between
the synchrony for system (1.1) of scales N = 3 and N > 3 will be addressed in
Remark 4.1(ii). By arguments similar to those in section 3.2, the convergence to
multiple synchronous equilibria for (1.1) of scale N ≥ 3 can also be established.

First, let us introduce the following conditions for global synchronization. These
conditions can be regarded as the N -scale versions of conditions (S1)–(S4), respec-
tively, in section 3.

Condition (S1)∗: −α̂+ β̌ > 0, μ− α̂+ β̌ > (N − 3)|β|, τI |α|+ τT |β| < τ
(1)
N ; more

precisely, ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

β > (1/L̃)α, μ− α+ βL̃− (N − 3)|β| > 0

and τI |α|+ τT |β| < τ
(1)
N if α > 0, β ≥ 0,

μ− αL̃ + βL̃− (N − 3)|β| > 0

and τI |α|+ τT |β| < τ
(1)
N if α ≤ 0, β ≥ 0,

β > L̃α, μ− αL̃+ β − (N − 3)|β| > 0

and τI |α|+ τT |β| < τ
(1)
N if α ≤ 0, β < 0,

where

τ
(1)
N := min

{
(|α|+ |β|)μ

(2μ− α̌+ β̂)[|α|+ (N − 2)|β|] ,
μ− α̂+ β̌ − (N − 3)|β|
2μ− α̌− α̂+ β̂ + β̌

}
.

Condition (S2)∗: α < 0, μ− αL̃ > 2|β|, and τI < τ
(2)
N , where

τ
(2)
N := min

{
μ

(2μ− α)(|α| + 2|β|) ,
μ− αL̃ − 2|β|
α(α+ αL̃ − 2μ)

}
.

Condition (S3)∗: β > 0, (|α|+|β|)(μ−|α|) > (N−3)|αβ|, μ+βL̃−|α| > (N−3)|β|,
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and τT < τ
(3)
N , where

τ
(3)
N := min

{
(|α|+ |β|)(μ− |α|) − (N − 3)|αβ|

β(2μ+ β)[|α| + (N − 2)|β|] ,
μ+ βL̃ − |α| − (N − 3)|β|

β(β + βL̃+ 2μ)

}
.

Condition (S4)∗: |α|+ 2|β| < μ.
Theorem 4.1. System (1.1) of scale N ≥ 3 achieves global synchronization if

one of conditions (S1)∗–(S4)∗ holds.
Proof. The arguments for the τT -dependent results under condition (S1)∗ or (S3)∗

are different from the ones for the τT -independent results under condition (S2)∗ or
(S4)∗. First, let us consider the case that condition (S1)∗ holds. The differential-
difference system of (1.1) can be written as

żi(t) = −μzi(t) + α[g(xi(t− τI))− g(xi+1(t− τI))]

− β[g(xi(t− τT ))− g(xi+1(t− τT ))] + wi(t), i = 1, . . . , N,(4.1)

where zi(t) := xi(t)− xi+1(t), wi(t) = −βΣj∈Ji [g(xj(t− τT ))− g(xj+1(t− τT ))], and
Ji := {1, . . . , N} \ {i, i− 1, i+1 (mod N)}. The obvious difference of (4.1) from (3.1)
which corresponds to N = 3 is the additional term wi(t). Each ith equation of (4.1)
is of the form (2.1) with γ1 = −α, γ2 = β, τ1 = τI , τ2 = τT and satisfies condition
(H1). According to Proposition 2.4, every ith component zi(t) of (4.1) converges to
some interval [−ρi, ρi] =: Ii as t → ∞; moreover,

0 ≤ ρi ≤ |wi|max(∞)/η,

where η := μ − α̂ + β̌ − (τI |α| + τT |β|)(2μ − α̌ − α̂ + β̂ + β̌), and α̂, α̌, β̂, β̌ are as
defined in (3.2), (3.3). We shall show that all ρi are equal to zero; consequently, zi(t)
converges to zero, and the assertion thus follows.

We can construct, for each i, a sequence {ρ(k)i }∞k=0 with ρ
(k)
i ≥ ρi for all k and

where zi(t) converges to [−ρ
(k)
i , ρ

(k)
i ] as t → ∞ for each k. The constructed ρ

(k)
i shall

satisfy

ρ
(0)
i := 2(N − 3)|β|/η, i = 1, . . . , N,

ρ
(k)
1 = ΣN−1

j=3 |β|ρ(k−1)
j /η, ρ

(k)
N = ΣN−2

j=2 |β|ρ(k)j /η,

ρ
(k)
i = (Σi−2

j=1|β|ρ(k)j +ΣN
j=i+2|β|ρ(k−1)

j )/η, k ≥ 1, i = 2, . . . , N − 1.

The construction is similar to Proposition 3.2 in [28] and is sketched as follows. First,

ρi ≤ ρ
(0)
i for all i = 1, . . . , N , due to |g| ≤ 1; hence, wi(·) is bounded by 2(N − 3)|β|.

Also recall that g′ ≤ 1 and zj = xj − xj+1. If such ρ
(k)
i , for k = 1, . . . , n − 1, i =

1, . . . , N , and k = n, i = 1, . . . , � − 1 < N , have been defined, then |w�(t)| =
| − βΣj∈J�

[g(xj(t− τT ))− g(xj+1(t− τT ))]| ≤ βΣj∈J�
|zj(t− τT )|. Hence,

0 ≤ ρ� ≤ |w�|max(∞)/η ≤ (Σ�−2
j=1|β|ρ(n)j +ΣN

j=�+2|β|ρ(n−1)
j )/η.

We observe that {ρ(k)i | i = 1, 2, . . . , N} is exactly the Gauss–Seidel iteration for
solving the linear system Mx = 0, where M := ηIN +circ(0, 0,−|β|, . . . ,−|β|, 0), and
“circ” denotes circular matrix; cf. [32]. Notably, M is strictly diagonal dominant [34]

under condition (S1)∗, which yields η − (N − 3)|β| > 0. Accordingly, (ρ
(k)
1 , . . . , ρ

(k)
N )
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converges to the unique solution of Mx = 0, which is zero, as k → ∞. Thus, for each

i, sequence {ρ(k)i } converges to zero as k → ∞. Consequently, every component of
the solution to (4.1), and hence the solution itself, converges to zero.

For the case that condition (S3)∗ holds, each component of (4.1) is of the form
(2.1) with γ1 = β, γ2 = −α, τ1 = τT , τ2 = τI and satisfies condition (H2). The
assertion then follows from Proposition 2.5.

Now, let us justify the case of condition (S2)∗. Note that the differential-difference
system derived from (1.1) can be put in a form different from (4.1):

(4.2) żi(t) = −zi(t) + α[g(xi(t− τI))− g(xi+1(t− τI))] + wi(t), i = 1, . . . , N,

where wi(t) = β[g(xi−1(t− τT ))− g(xi(t− τT )) + g(xi+1(t− τT ))− g(xi+2(t− τT ))].
Then (4.2) is of the form (2.1) with γ1 = −α, γ2 = 0, τ1 = τI and satisfies condition
(H2) under condition (S2)∗. According to Proposition 2.5, every zi of (4.2) converges
to some interval [−ρ̃i, ρ̃i]; moreover, 0 ≤ ρ̃i ≤ |wi|max(∞)/η̃, where η̃ := 1 − αL̃ +
τIα(2−α−αL̃). The proof then follows processes parallel to the ones under condition
(S1)∗ and hence is omitted.

For the case of condition (S4)∗, each zi of (4.2) can be regarded in the form (2.1)
with γ1 = −α, γ2 = 0, τ1 = τT and satisfies condition (H3). The assertion holds by
Proposition 2.6.

Remark 4.1. (i) The inequalities uninvolved with delays in conditions (S1)∗–
(S4)∗ favor smaller N (the scale of network). We further observe that for large N ,
both (S3)∗ and (S4)∗ require the magnitudes of α and β to be small relative to μ;
on the other hand, large μ and negative α of large magnitude are advantageous for
conditions (S1)∗ and (S2)∗. Therefore, basically, large μ, small magnitudes of α and β,
or negative α of large magnitude are advantageous for the synchronization of system
(1.1), as N is large, according to Theorem 4.1.

(ii) If N = 3, the differential-difference equation derived from (1.1) is nearly a
decoupled system; cf. (3.1). If N > 3, the differential-difference equation derived from
(1.1) is a coupled system; cf. (4.1) or (4.2). Such a distinction between the structure
of differential-difference equations is the major reason for the disparity of synchrony
for (1.1) of scales N = 3 and N > 3. In fact, Example 5.3 will illustrate that under
the same parameters, (1.1) can be synchronized globally as N = 3 but not as N > 3.

For system (1.1) of scale N > 3, Hopf bifurcation for synchronous periodic solu-
tions can also be analyzed through the reduced system (1.1)+ under our global syn-
chronization framework. Asynchronous oscillations can be studied under the equiv-
ariant bifurcation framework [1, 2].

5. Numerical examples. We present three examples in this section. In Exam-
ple 5.1, we illustrate the dynamics of synchronous oscillation. Example 5.2 demon-
strates a transition from the convergence of multiple synchronous equilibria to the
coexistence of two stable synchronous equilibria and an asynchronous oscillation as
transmission delay τT increases. Example 5.3 shows that (1.1) of scale N = 3 with
certain parameters attains global synchronization, but (1.1) of scale N = 4 with the
same parameters admits asynchronous asymptotic behavior.

Example 5.1. Consider (1.1) with μ = 1, α = −0.099, β = −0.9, τI = 0.001, τT =
1.6, N = 3. The parameter (α, β) = (−0.099,−0.9) lies in Figure 3(d), and condition
(S4) is met; hence the system can be synchronized in spite of time delays τI and τT
according to Theorem 3.1. In addition, the parameters and delays satisfy the condition
of Theorem 3.8; therefore, there exists a nontrivial synchronous periodic solution
induced by τT near the first bifurcation value η+0 ≈ 1.562530143. This bifurcation is
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Fig. 7. An orbit of (1.1) with μ = 1, α = −0.099, β = −0.9, τI = 0.001, and τT = 1.6, evolved
from φ(t) = (0.3,−0.1, 0.5), approaches a synchronous limit cycle.

supercritical due to Nc ≈ −5.892496067, which is negative, where Nc is defined in
(3.14). Figure 7 illustrates that the solution of (1.1) tends to a synchronous periodic
orbit as t → ∞; in the panel, three different colors represent the evolutions of three
components x1, x2, x3. We note that the system exhibits convergence to the trivial
equilibrium if taking τT smaller than η+0 instead.

Example 5.2. Consider (1.1) with μ = 1, N = 3, α = 0.9, β = 2, τI = 0.01,
τT = 0.001, 0.9. If τT = 0.001, the system satisfies condition (S3) and hence
achieves global synchronization. Moreover, the system satisfies the assumptions of
Theorems 3.3 and 3.4(ii); hence it achieves global convergence to three synchronous
equilibria where the nontrivial ones are stable. Figure 8(a) illustrates that the solu-
tions away from the origin and plotted in blue converge to nontrivial stable equilibria;
and the solution around the origin and plotted in red converges to the origin. Evo-
lution for each component of the solution which converges to zero is illustrated in
Figure 8(b). If taking τT = 0.9 near the bifurcation value η−0 ≈ 0.818 instead, by
Theorems 3.3 and 3.8, the nontrivial equilibria remain stable, but an asynchronous
periodic solution is bifurcated from the origin. Figure 8(c) illustrates the coexis-
tence of the asynchronous periodic oscillation around the origin and two stable syn-
chronous equilibria. Evolution of each component of this oscillation is illustrated in
Figure 8(d).

Example 5.3. Consider (1.1) with μ = 1, α = 0, β = 0.99, τI = 0.01, τT =
10. Such a system satisfies condition (S4) and hence can be synchronized as N =
3 according to Theorem 3.1. In addition, the synchronous phase contains at least
two stable equilibria, according to Theorem 3.3, since this (α, β) lies in region D2.
However, Figure 9 illustrates that as N = 4, there exists an asynchronous limit cycle.

6. Conclusions. This investigation presented a methodology for studying global
synchronization and asymptotic dynamics for a delayed neural network. Through
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Fig. 8. System (1.1) with μ = 1, α = 0.9, β = 2, and τI = 0.01. (a) Solutions of (1.1) with
τT = 0.001 evolved from various initial values converge to one of the three equilibria. (b) Evolution
of three components of the solution around the origin and plotted in red in (a). (c) Coexistence of the
asynchronous periodic oscillation around the origin and plotted in red and two stable synchronous
equilibria for (1.1) with τT = 0.9. (d) The evolution for three components of the oscillation around
the origin and plotted in red in (c). The solutions around the origin and plotted in red in (a) and
(c) are both evolved from initial value (−2, 2, 0).

studying the differential-difference equation obtained from subtracting each compo-
nent from its neighboring component of the system, we established delay-independent,
delay-dependent, and scale-dependent criteria for the synchronization of the network.
To elucidate the synchronous phases corresponding to different parameters and delay
sizes, we investigated multistability and bifurcation which yields oscillations for the
system. We also analyzed the existence of standing wave solutions which often occur
when synchrony is lost, i.e., as synchronization yields to asynchronous oscillations.

We summarize the chief findings on the collective dynamics of the considered
neural network (1.1). Items (iii)–(vi) apply to the case N = 3 in particular.

(i) Small scale of the network, large self-decay, inhibitory self-feedback, and excita-
tory coupling are advantageous for the synchronization of (1.1), and the corresponding
delay τI (resp., τT ) is required to be small if |α| (resp., |β|) is large; cf. Remarks 3.1
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Fig. 9. Asynchronous limit cycle of (1.1) with μ = 1, α = 0, β = 0.99, τI = 0.01, τT = 10,
and N = 4. The orbit is evolved from (0.8,−0.9, 0.1, 0.34).

and 4.1.
(ii) The synchronization of network (1.1) also depends on the scale of the network.

There exists a notable distinction in synchronization between systems (1.1) of scales
N = 3 and N > 3; cf. Example 5.3.

(iii) Sufficiently strong inhibitory self-feedback or excitatory coupling can always
synchronize (1.1) if the network is without delays, but it may fail to do so if the
network is with delay of substantial magnitude; cf. Remark 3.2.

(iv) Inhibitory self-feedback and excitatory coupling lead to distinct synchronous
phases. Basically, strong inhibitory self-feedback promotes convergence to the origin,
while strong excitatory coupling leads to the convergence to nontrivial synchronous
equilibria, as delays are small; cf. Remark 3.3.

(v) “Strong excitatory self-feedback”-induced multistability admits the coexis-
tence of synchronous and asynchronous equilibria, whereas “strong excitatory coupling”-
induced multistability admits the existence of synchronous equilibria; cf. Remark 3.3.

(vi) The delay τI (resp., τT ) can lead to the emergence of synchronous or asyn-
chronous nontrivial oscillations if the self-feedback strength (resp., coupling) is strong.
The synchronous and asynchronous oscillations occur in succession as the strength |β|
or |α| increases; cf. Remark 3.4.

The present methodology can be extended to treat coupled systems with coupling
structure admitting Zn-symmetry. The associated differential-difference equations for
synchronization and convergent dynamics can be similarly formulated for systems with
this symmetry. The analysis for the asymptotic behaviors of the differential-difference
equations relies on constructing elaborate upper and lower dynamics. New idea for
establishing the dynamical properties may be needed if the upper and lower dynamics
themselves are complicated. This approach can also be extended to treat systems
comprising subnetworks or subsystems such as a model on somitogenesis [22].

Acknowledgment. The authors are grateful to the referees for their valuable
comments.
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