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Abstract

The purpose of the sentiment analysis is to extract emotional features in texts for decision-makers
to process the applications of the academy or business. However, the conventional sentiment analysis
does not consider the different weights between the content of the text and the emotional features.
Therefore, this paper proposes a structure which combines bidirectional long-short term memory and
attention model in sentiment analysis. The proposed model combines the two information as input data
of neural network and trains the network via the bidirectional long-short term memory model. In addition,
this paper add the attention model behind the bidirectional long-short term memory model to increase
the weighs on specific emotion features. Finally, the proposed model is compared with other
conventional models and show the better performance than the bidirectional long-short term memory
model.
Keywords: Sentiment analysis, emotion analysis, long-short term memory, attention model, text
mining.
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