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摘要 
演化樹（phylogenetic tree）是根據不同生物間的型態、構造、生理、生態、遺傳和

基因序列等特徵，將生物做系統化的分類，做成各物種間演化、親緣關係的樹狀圖，從

中我們可以了解到序列間推斷的演化歷史。由於次世代定序技術及第三代定序技術的發

展，越來越多的基因資料可以取得，面對龐大的資料量，甚至是最快的方法都具有挑戰

性。一些重要的多基因家族（如嗅覺受體）已無法通過最準確的方法—最大似然（Maximum 

likelihood）來構建系統發育樹。 

 

在本研究中，我們提出了 BigBigTree，透過分群串接法將問題分解為較小的問題並獨

立解決。這個方法依賴於在直系同源基因的大型數據集中，進行分群的能力，每群直系

同源基因都使用一種典型方法來構建演化樹，並在第二階段處理樹的上層(超級樹)，從

每棵子樹中選擇每種物種的一種蛋白質序列，對來自同一物種的所有蛋白質序列進行多

重序列比對，最後依其直系同源關係將序列串接起來，用於建構超級樹。這個方法的優

點是我們減少了要分類的序列數量，且不會丟失資訊，因為最後的串接序列代表所有的

序列。BigBigTree可以有效地處理特定於譜系的重複，但不能處理基因水平轉移，它更

適合分析大的真核生物家族，如激酶或嗅覺受體。 

 

我們利用真實數據及模擬數據對 BigBigTree 進行評估，並與 RAxML v8.2.12、RAxML-

ng 及 IQ-TREE2 比較結果。在大多數情況下，BigBigTree的執行時間比 RAxML和RAxML-

ng 快。在拓樸精度方面，BigBigTree 在模擬數據上展現比其他方法更好的性能，並在

實際數據中獲得與其他方法接近的精度。BigBigTree 的原始碼及 docker 容器可在

https://github.com/jmchanglabtw/bigbigtree 和

https://hub.docker.com/r/changlabtw/bigbigtree 中取得。 

 

關鍵字：基因樹、演化樹、Nextflow、分群串接  
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Abstract 
A phylogenetic tree is a branching diagram based on the similarities of creatures in morphology, 

structure, physiology, genetics, ecology, and genetic sequence. It shows an inferred 

evolutionary history among sequences. Thanks to the next-generation sequencing technique 

and the third-generation sequencing technique, more and more sequences have become 

available. This overwhelming amount of data is challenging, even the fastest methods. Some 

important multi-genetic families like olfactory receptors have become impossible to build a 

phylogenetic tree with the most accurate methods like Maximum Likelihood (ML). 

 

Here we show how a simple Divide and Concatenate strategy, BigBigTree, can be applied to 

this problem by breaking it down into smaller problems that are solved independently. Our 

approach relies on the ability to identify within large dataset clusters of orthologous genes. 

Each group of orthologous genes is used to build a phylogenetic tree using a typical approach. 

The upper level of the tree (super-tree) is resolved in a second stage. One protein per species 

is chosen from each subtree. All proteins from the same species are aligned together. The 

alignment used for building the super-tree results from concatenating all these alignments, 

where within-species paralogues appear in the same columns, and orthologues appear in the 

same row. The advantage is that we reduce the number of sequences to classify without losing 

information as all sequences are represented in the final alignment. This approach can 

efficiently deal with lineage-specific duplications, but not with lateral transfers. It is better 

suited for the analysis of large eukaryotic families like the kinases or the olfactory receptors. 

 

We evaluated BigBigTree in simulation and real data sets against RAxML v8.2.12, RAxML-

ng, and IQ-TREE2. BigBigTree is faster than RAxML and RAxML-ng in most cases. 

Regarding topology accuracy, BigBigTree shows better performance than others in simulation 

data and gets compatible accuracy with others in real data. The source code and docker of the 

method are available at https://github.com/jmchanglabtw/bigbigtree and 

https://hub.docker.com/r/changlabtw/bigbigtree, where the latter allows users one-click 

installation. 

 

Keywords: gene tree, phylogenetic tree, Nextflow, divide and concatenate  
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1 Introduction 

1.1 Research motivation 

Phylogenetic tree classifies creatures by their genetic similarities. It can facilely find the 

common ancestors of every species. Take Figure 1 as an example, each node represents the 

nearest common ancestor of each branch, and the edge lengths in phylogenetic trees may be 

interpreted as time estimates. 

 

 

Figure 1：Phylogenetic Tree of Life [1] 

 

Building a phylogenetic tree needs to confirm the relevance between species since 

evolution is an extremely time-consuming process. We can not prove it through observation or 

experiment directly. Instead, we only show it by collateral evidence, that means all of the 

phylogenetic trees are hypotheses, building phylogenetic trees by different models and methods 

may produce different results. The major of biologists use two types of ways as the basis to 

confirm the similarities of species. 

First is morphology, the characterizations of species fall into homology and analogy. 

Homology means creatures have resembled body structures, but evolve into different 

appearances and abilities that depend on their living environment (Figure 2.a). Analogy, 

precisely the opposite, having similar presentations or skills but grow from different body 

structures. The analogy may not have a genetic relationship, only the result of convergent 

evolution (Figure 2.b). Therefore, if we want to use the similar characterizations between 

fossils and living creatures to confirm their relevance, we must base it on the homology to 

ensure the close and distant relationships of species. 
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(a) 

 

(b) 

 

Figure 2：(a) Homology and (b) Analogy [2]. 

 

The other one is molecular biology, using DNA sequencing, which confirms relevance 

between creatures by order of four bases—adenine (A), guanine (G), cytosine (C), and thymine 

(T) —in a strand of DNA. 

A phylogenetic tree shows the close and distant relationships of species. It can handily 

classify each genotype and find the needed parts that can be used in genetic modification and 

identification. There are many ways to build a phylogenetic tree. Still, most of them could make 

trees quickly only when the input genetic data is small. When face to vast amounts of data, 

how to optimize the process of building a phylogenetic tree became an issue. To construct a 

phylogenetic tree accurately and rapidly, we have two popular methods: Maximum Parsimony 

(MP) and Maximum Likelihood (ML). 

MP is using the degree of variation between genetic sequences to confirm the close and 

distant relationships of species, that is, building a phylogenetic tree by changing the least in the 

evolution, this way may misclassify different creatures into similar species caused by the 
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convergent evolution. Therefore, this way usually uses in the situation that the relationships of 

species are close; MP is the way that is using statistical data to estimate the stochastic model. 

Thanks to the development of Next-Generation Sequencing and Third-Generation 

Sequencing, we can get lots of genetic sequences quickly. It is capable of building a 

phylogenetic tree by genetic sequence. Compared to MP, which is easy to understand but has 

more deviation, ML is more accurate but needs enormous calculations. Our research hopes to 

combine the advantages of MP and ML, using the Divide and Concatenate algorithm. It clusters 

genetic sequences by their homology, disposing of them separately, and then merge. The 

algorithm not only keeps the complicated genetic information ultimately but also can build a 

phylogenetic tree accurately and quickly. 

1.2 Related works 

S. Mirarab et al. presented that although there are several multispecies coalescent models, 

they all have disadvantages. BUCKy-pop has high time complexity, even if it can use an 

unrooted tree [3]. BEST and *BEAST can build gene trees and species trees by sequence 

alignment simultaneously, but when data is big enough will lead those methods limitless [4]. 

Another thesis also presented conflicts that may occur if it uses different alleles to build 

different phylogenetic trees. To correct these conflicts, it needs to align several alleles to 

increase the accuracy of phylogenetic trees, making the data that it needs enormous [5]. Thus, 

the problem in front of the development of genetic technology is to reduce time complexity. 

Accurate Species TRee ALgorithm (ASTRAL) in the thesis is a way limit searching space by 

abandoning the less grande side to make time complexity in polynomial time; in the other way, 

we reduce time complexity by dividing and merging data [4,5]. 

P. Vachaspati et al. presented that many methods use ILS (Incomplete Lineage Sorting) 

in building species trees. Still, only ASTRAL-2 and NJst can remain accurate in a massive data 

level, so he redesigns NJst to improve the compatibility of data. And it combines different 

distance-based tree estimative methods, called ASTRID, with similar accuracy and even better 

efficiency than ASTRAL-2 [6]. The thesis also mentioned that INternode Distances is essential 

in building phylogenetic trees, calculate the period in the evolution process to analyze 

relationships, and make the correspondent time be the proportion of the distance between nodes 

in phylogenetic trees, which can make the results more accurate. 

Although there are many large-scale tree reconstruction methods, deep branches of the 

tree tend to have very low supports and weak evolutionary signals [7]. One popular approach 

to increase the evolutionary signal is super-matrix, which concatenates gene families [8]. It has 

https://paperpile.com/c/bdR469/4C1n
https://paperpile.com/c/bdR469/ZvyG
https://paperpile.com/c/bdR469/CmdC
https://paperpile.com/c/bdR469/kkoX
https://paperpile.com/c/bdR469/iNKo
https://paperpile.com/c/bdR469/jFvn
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been shown to resolve the Yeast Tree of Life based on the concatenation of 20 genes [9]. Like 

super-matrix, Ashkenazy, H. et al. [10] and Chang et al. [11] independently propose super-

MSA, a concatenation of different MSAs of the same input. Ashkenazy, H. et al. found the tree 

reconstructed from the super-MSA is more accurate than one by an individual MSA. However, 

Chang et al. found that of the super-MSA tree is as good as one of the MSA. Interestingly, they 

showed the bootstrap of the super-MSA is more informative than one based on an MSA. Taking 

concatenation a step further, we propose BigBigTree, a strategy combining computational 

Divide and Conquer algorithm and concatenation to resolve the low confidence in the deep 

node of the large orthologous gene family.  

https://paperpile.com/c/bdR469/4P2t
https://paperpile.com/c/bdR469/TOVA
https://paperpile.com/c/bdR469/3ae2
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2 Methods 

2.1 Our Idea 

In the course of meiosis or RNA replication, it will occur a phenomenon called gene 

duplication, a duplication of the gene region. Gene duplications are an essential source of 

genetic novelty that can lead to evolutionary innovation. Duplication creates genetic 

redundancy, where the extra copy of the gene is often free from selective pressure. If one copy 

of the gene experiences a mutation affecting its original function, other copy can serve as a 

'spare part' and continue to function correctly. A variation will have no harmful effects on its 

host organism. Thus, duplicate genes accumulate mutations faster than a functional single-copy 

gene, which is recognized as an evolutionary manifestation. 

According to Figure 3, when the genome region of an ancient species occur gene 

duplication, it produces α-gene and β-gene in descendant species. Afterward, with a speciation 

event, the species gradually evolve into three species frag, chick, and mouse. The α-genes of 

three species are ‘orthologous genes.’ The α-gene and β-gene of the same species are 

‘paralogous genes.’ 

 

Figure 3：Difference between orthology and paralogy. 

Orthologous genes are more similar than paralogous genes because the later had mutated 

before speciation compared to the former had mutated after speciation. So, the orthologous 

genes between different species are more similar than the paralogous genes of the same species. 

Our approach mainly takes advantage of this feature. First, sequences are clustered into groups 

(i.e., orthologous genes) used to build individual trees. Then, the hierarchical clustering of those 

groups is determined by the concatenated orthologous alignment. The final phylogenetic tree 

is constructed by merging single orthologous trees within the hierarchical clustering. 
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2.2 Algorithm Design 

The algorithm consists of six steps: 1) input data, 2) use BLAST to compare sequences; 

3) cluster sequences based on similarity in the previous step, 4) align each group, 5) and then 

concatenate each ortholog among species alignment into on single string, 6) finally build a 

mother tree base on the result of the previous step and merge subtrees of each cluster and the 

mother tree. The overall flowchart is shown in Figure 7. The detail of each level is explained 

as the following: 

Step1：Input 

The input of BigBigTree is the gene sequences with species annotation in FASTA format. 

For example, there are m species and n orthology gene families, in total, m*n sequences. 

 Step2：Sequence comparison 

We compare m*n sequences by the Basic Local Alignment Search Tool 

(BLAST).  BLAST is a program that has been used widely to align the primary structure of 

biological sequences in analyzing bioinformatics, which can let researchers find target 

sequences or similar ones, using a heuristic algorithm to search and have quite a speed and 

accuracy [12]. The time complexity is O(m2n2) for all-versus-all BLAST. 

Step3：DIVIDE－Cluster ortholog 

According to the result of BLAST, we get similarity between sequences. Then, we apply 

a tool, hcluster, cluster sequences into cross-species orthologues, and transfer them into FASTA 

format [13]. FASTA is a text format used in recording nucleic acid or peptide sequences. Any 

nucleic acid and amino acid present as a single alphabet code so that we can quickly analyze 

sequences with a scripting language such as Python, Ruby, and Perl. For example, there are 12 

sequences in total cross three Drosophila species. We get four ortholog clusters: cluster1, 

cluster2, cluster3, and cluster4 after the Divide step (Figure 4). 

https://paperpile.com/c/bdR469/3cl7
https://paperpile.com/c/bdR469/3vZ7
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Figure 4：Four ortholog clusters and their corresponding alignments. 

Besides, we cluster sequences according to species. For the above example, it results in 

three clusters: spe1, spe2, and spe3, where each contains paralog sequences (Figure 5). 

 

Figure 5：Three species cluster and their corresponding alignments. 

Step4：Alignment 

Instead of generating a big alignment of all sequences, we use T-Coffee [14] or MAFFT 

[15] to generate alignment for each cluster - ortholog cluster {cluster1, cluster2, …, clustern} 

(an example in Figure 4) and species cluster {spe1, spe2, …, spem} (an example in Figure 5). It 

reduces the time complexity to n*ALIGN(m) + m*ALIGH(n) instead of the original 

ALIGN(m*n) without divide, where ALIGN(x) represents the running time to perform multiple 

sequence alignment for x sequences. If there is more than one sequence from the same ortholog 

cluster in a species cluster, BigBigtree will calculate pairwise sequence similarity and then 

extract the representative sequence by similarity. For example, there are two sequences c2 and 

c3 for species C and c2 is picked as a representative sequence (Figure 13.c). In contrast, if there 

is no sequence from one of the ortholog clusters in the species cluster, it will append a gap 

https://paperpile.com/c/bdR469/rObX
https://paperpile.com/c/bdR469/wErk
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sequence. For example, gap sequences are filled for species a in cluster3 and species b and c in 

cluster2 (Figure 13.c). 

Step5：CONCATENATE－Orthology concatenation 

We concatenate each ortholog among species alignment (spe1, spe2, …, spem) into one 

string, such as Figure 6. Therefore, we will have the sequence alignment of paralogous strings, 

which provides more information for phylogenetic reconstruction and reduces time complexity 

in building an evolutionary tree. 

 

Figure 6：Concatenate long-string alignment from Figure 5. 

Step6：Tree reconstruction 

Users can choose TreeBeST [16], IQ-TREE2 [17,18], or PhyML [19] to build 

phylogenetic trees of orthologous sequences alignment  - shallow tree (i.e., clustern) and the 

concatenate long-string alignment - deep tree. TreeBeST is mainly designed for building gene 

trees with a known species tree and is highly efficient and accurate. If there is no species tree 

for input data, we recommend users choose IQ-TREE2 and PhyML instead. Without a species 

tree, TreeBeST is nothing but a common PhyML or even worse. 

Step7：Merge 

We construct a final phylogenetic tree by replacing the leaf node of the concatenate tree 

(deep tree) with corresponding orthologous trees (shallow trees). 

Compared with a traditional way, building a tree based on all sequences, Divide and 

Concatenate approach utilizes more information of the concatenated strings to complete a 

phylogenetic tree accurately. It also reduced time complexity to n*TREE(m) + m*TREE(n), 

instead of the original TREE(m*n). TREE(x) represents the running time to build a 

phylogenetic tree for x sequences. 

https://paperpile.com/c/bdR469/E7w8
https://paperpile.com/c/bdR469/j3Yb+3RII
https://paperpile.com/c/bdR469/tRBf
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Figure 7：The flow chart of our algorithm in which ALIGN(x) and TREE(x) represent the 

running time to perform multiple sequence alignment and build a phylogenetic tree for x 

sequences. The exact running time of those two functions depends on which package is used. 

The example of each step is marked as red. 

2.3 Implementation 

We reimplement the whole pipeline by Nextflow [20] instead of Python [21]. Nextflow 

simplifies the implementation and the deployment of complex parallel and reactive workflows 

used in our project to make the pipeline more quickly and more efficiently (Figure 8). Besides, 

it can easily allow users to select different methods for multiple sequencing alignment and tree 

construction (Figure 9). It is possible to execute locally by cloning the repository from GitHub 

or downloading a docker container where both are available at 

https://github.com/jmchanglab/bigbigtree and https://hub.docker.com/r/changlabtw/bigbigtree, 

respectively. We will reconstruct a new web service for biologists without installation. 

 

https://paperpile.com/c/bdR469/XfXl
https://paperpile.com/c/bdR469/Dkzn
https://github.com/jmchanglab/bigbigtree
https://hub.docker.com/r/changlabtw/bigbigtree
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Figure 8：The snapshot of the execution timeline of BigBigTree by Nextflow. 

 

Figure 9：The snapshot of  BigBigtree running options for MSA and tree reconstruction. 

2.4 Evaluation 

2.4.1 Real biology data 

For the testing ability of BigBigTree, we collected data sets with two evolutionary scenarios, 

which are summarized in Table 1. 

 Same family size among all species: The data is taken from the JGI web server [22]. 

 Different family size among all species: Olfactory receptors come from 12 Drosophila 

species. 

https://paperpile.com/c/bdR469/T9qy
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After that, besides running time, we evaluated the quality of the tree by calculating its log-

likelihood score by IQ-TREE2 with topology constraint. Taking the alignment sequences and 

the user tree as input, IQ-TREE2 will perform several tree topology tests and the expected 

likelihood weight. Thus, we can get the log-likelihood score of the user tree. IQ-TREE2 

command is the following where result.aln is MSA of the input sequences, and result.tree is a 

tree for evaluation. 

./iqtree2 -s <result.aln> -m TESTONLY -te <result.tree> 

Table 1. The summary of real data. 

Data Set type # of gene families # of species # of sequences 

Same family size    

Cladiomy 5 3 15 

microspor 29 8 232 

Different family size    

Olfactory receptor ~60 12 858 

 

2.4.2 Simulation biology data 

Because real phylogenetic trees are hypotheses, there is no correct answer to evaluate the 

accuracy of the result. To overcome the difficulty, we generate simulation data sets using 

Simphy [23] and INDELible [24]. The simulation flowchart is shown in Figure 10. 

https://paperpile.com/c/bdR469/bU3P
https://paperpile.com/c/bdR469/bpOi
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Figure 10：The diagram of the simulation data. 

Simphy is used for generating a species tree with a set of gene trees evolving within the 

species trees. Because Simphy incorporates speciation and duplication events in its simulations, 

the true relation of orthologs and paralogs are known. It helped us to analyze the accuracy of 

the orthologs cluster in BigBigTree. We generated five species trees and 50 gene trees, ~ ten 

gene families, for each species tree, then we selected a gene tree for each species tree as the 

simulation data. The Simphy parameters referred to the settings in the HyPPO simulation 

experiment [25]. The species tree height (time units) was set to 50000000 to ensure that it has 

enough time to evolve more genes. The duplication and loss rates were set to 0.0000005. The 

transfer rate was set to 0. 

We then used INDELible to simulate the evolution of gene sequences on each gene tree. 

The evolve number was set to 10 for generating ten replicate datasets. After that, we selected a 

dataset that it didn’t contain null sequences as final simulation data. To evaluate the impact of 

evolutionary time, we used the treedepth parameter to rescale the tree to have a maximum root-

to-tip distance of 0.5, 1, and 1.5. Otherwise, The codon type evolved under the M0 model. The 

insertion and deletion rate was set to 0.1. Output files were nucleotide coding gene sequences, 

and we translated them into protein-coding gene sequences afterward. Table 2 summary of the 

simulation data. 

 

https://paperpile.com/c/bdR469/1Opa
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Table 2. The summary of simulation data for treedepth 0.5, 1 and 1.5 

data set # of species # of gene families # of sequences 

5x8 5 ~8 36 

5x25 5 ~25 118 

9x9 9 ~9 75 

9x20 9 ~20 176 

9x33 9 ~33 302 

 

Thus, we can compare outputs against ground truths based on Robinson Foulds (RF) 

distance metric [26]. RF distance is a generalization of the same metric for phylogenetic trees. 

Briefly, it is half of the cardinality of the symmetric difference of the two sets of clusters 

respectively contained in the two networks [27]. It sums up the number of partitions of data 

implied by the first tree but not the second tree and the number of partitions of data involved 

by the second tree but not the first tree. The higher the distance between the output tree and the 

right tree, the higher the difference between the two trees. 

2.5 Comparison 

We compared BigBigTree against RAxML v8.2.12 [28], RAxML-ng [29], and IQ-TREE2, 

which are programs for sequential and parallel Maximum-Likelihood based inference of large 

phylogenetic trees. All evaluations are conducted in TWCC (Taiwan Computing Cloud) virtual 

compute service with 2.4 GHz, four-core CPU, and 32 GB memory under Ubuntu Linux. Since 

there are 12 versions of RAxML, we choose raxmlHPC-PTHREADS-AVX as the opponent. It 

exploits the capabilities of the CPU(s) well (Figure 11). 

 

Figure 11：The snapshot of CPUs running with raxmlHPC-PTHREADS-AVX 

https://paperpile.com/c/bdR469/Q0kq
https://paperpile.com/c/bdR469/mqg8
https://paperpile.com/c/bdR469/Rrwu
https://paperpile.com/c/bdR469/v8JO
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RAxML conducts a rapid bootstrap analysis and searches for the best-scoring ML 

tree.  Because the number of bootstraps strongly influences the execution time, we execute 

RAxML with one bootstrap and 100 bootstraps. Similarly, RAxML-ng and IQ-TREE2 also 

have rapid options. Then we execute rapid mode and standard mode, respectively. After that, 

phylogenetic trees were reconstructed using RAxML with the PROTCATDAYHOFF 

substitution model, RAxML-ng with the Jones-Taylor-Thornton (JTT) + G model [30], and 

IQ-TREE2 with the JTT + F +G model. The model selection of RAxML-ng and IQ-TREE2 

referred to the TCS phylogenetic benchmark [31]. These execution  commands are shown 

below: 

RAxML v8.2.12 

raxmlHPC-PTHREADS-AVX -T 4 -f a -x 12345 -N 1 -m PROTCATDAYHOFF -s 

input.fasta -p 12345 

raxmlHPC-PTHREADS-AVX -T 4 -f a -x 12345 -N 100 -m PROTCATDAYHOFF -s 

input.fasta -p 12345 

RAxML-ng 

raxml-ng --search1 --msa input.fasta --model JTT+G --thread 4 --seed 2 

raxml-ng --msa input.fasta --model JTT+G --thread 4 --seed 2 

IQ-TREE2 

iqtree2 -s input.fasta -m JTT+F+G -fast -T 4 

iqtree2 -s input.fasta -m JTT+F+G -T 4 

Thus, we compared BigBigTree to RAxML-1-bootstrap, RAxML-ng-search1, and IQ-

TREE2-fast for execution time; RAxML-100-bootstrap, RAxML-ng-standard, and IQ-TREE2-

standard for RF distance. Additionally, since TreeBeST, which is used to build phylogenetic 

trees in BigBigTree, invokes `best' command,  the resultant tree is bootstrapped 100 times. 

The input data RAxML, RAxML-ng, and IQ-TREE2 needed were alignment data. We used 

MAFFT  to align raw data into alignment data to build phylogenetic trees with them and then 

compared the results to BigBigTree.  

https://paperpile.com/c/bdR469/al9M
https://paperpile.com/c/bdR469/IxIq
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3 Result 

3.1 Simulation biology data 

We first use the simulation data to evaluate BigBigTree with multiple sequence alignment 

methods and tree construction methods. The running time comparison is summarized in Table 

3 and Table 5. We divide the running time into three parts and analyze it, respectively. The RF-

distance comparison is summarized in Table 4 and Table 6. In the aspect of a multiple sequence 

alignment method, we can observe that the results of T-Coffee and MAFFT are very close. 

According to the T-Coffee manual, it recommends using T-Coffee when the number of 

sequences is less than 100. If the number of sequences is more than 100, we use MAFFT. In 

the aspect of the tree construction method, We can observe that the execution time of TreeBeST 

and IQ-TREE2 are similar, but TreeBeST is much better than IQ-TREE2 on RF-distance with 

a known species tree. Then we use TreeBeST as our primary method. 
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Table 3. Average running time (in secs) of the simulated data set with multiple sequence 

alignment methods in BigBigTree (fasted marked in Bold). 

 
T-Coffee + TreeBeST MAFFT + TreeBeST 

set (spe x gene) aln tree aln+tree aln tree aln+tree 

treedepth = 0.5       

5x8 8 15 23 7 12 19 

5x25 17 37 54 14 38 52 

9x9 11 19 30 9 18 27 

9x20 21 63 84 16 59 75 

9x33 32 122 154 24 120 144 

treedepth = 1       

5x8 8 15 23 6 14 20 

5x25 16 44 60 14 39 53 

9x9 11 20 31 9 19 28 

9x20 21 65 86 18 62 80 

9x33 26 98 124 24 99 123 

treedepth = 1.5       

5x8 8 13 21 7 16 23 

5x25 20 33 53 16 30 46 

9x9 13 20 34 10 18 28 

9x20 22 49 71 19 46 65 

9x33 35 138 173 26 137 163 
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Table 4. RF-distance analysis of the simulated data set with multiple sequence alignment 

methods in BigBigTree (Best marked in Bold). 

 
T-Coffee + TreeBeST MAFFT +TreeBeST 

set (spe x gene) test1 test2 test3 ave test1 test2 test3 ave 

treedepth = 0.5         

5x8 18 30 32 26.6 18 30 32 26.6 

5x25 134 124 128 128.6 134 124 126 128.0 

9x9 74 60 34 56.0 74 60 34 56.0 

9x20 226 214 242 227.3 212 214 246 224.0 

9x33 524 466 464 484.6 522 462 466 483.3 

treedepth = 1         

5x8 22 42 24 29.3 22 42 24 29.3 

5x25 118 112 74 101.3 126 112 70 102.6 

9x9 58 48 102 69.3 60 48 100 69.3 

9x20 196 204 126 175.3 198 200 124 174.0 

9x33 480 468 284 410.6 486 468 284 412.6 

treedepth = 1.5         

5x8 46 20 10 25.3 46 20 10 25.3 

5x25 96 72 104 90.6 96 72 104 90.6 

9x9 40 44 44 42.6 40 44 36 40.0 

9x20 152 100 158 136.6 152 100 158 136.6 

9x33 492 400 372 421.3 490 402 372 421.3 
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Table 5. Average running time (in secs) of the simulated data set with different tree 

construction methods in BigBigTree (fasted marked in Bold). 

 
T-Coffee + TreeBeST T-Coffee + IQ-TREE2 

set (spe x gene) aln tree aln+tree aln tree aln+tree 

treedepth = 0.5       

5x8 8 15 23 8 14 22 

5x25 17 37 54 17 35 52 

9x9 11 19 30 11 26 37 

9x20 21 63 84 21 58 79 

9x33 32 122 154 32 120 152 

treedepth = 1       

5x8 8 15 23 8 14 22 

5x25 16 44 60 16 44 60 

9x9 11 20 31 11 21 32 

9x20 21 65 86 21 65 86 

9x33 26 98 124 26 93 119 

treedepth = 1.5       

5x8 8 13 21 8 22 30 

5x25 20 33 53 20 35 55 

9x9 13 20 34 13 31 44 

9x20 22 49 71 22 70 92 

9x33 35 138 173 35 130 165 
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Table 6. RF-distance analysis of the simulated data set with different tree construction 

methods in BigBigTree (Best marked in Bold). 

 
T-Coffee + TreeBeST T-Coffee + IQ-TREE2 

set (spe x gene) test1 test2 test3 ave test1 test2 test3 ave 

treedepth = 0.5         

5x8 18 30 32 26.6 32 47 36 38.3 

5x25 134 124 128 128.6 170 161 158 163.0 

9x9 74 60 34 56.0 82 94 82 86.0 

9x20 226 214 242 227.3 246 250 256 250.6 

9x33 524 466 464 484.6 524 501 501 508.6 

treedepth = 1         

5x8 22 42 24 29.3 28 48 40 38.6 

5x25 118 112 74 101.3 148 146 121 138.3 

9x9 58 48 102 69.3 81 85 102 89.3 

9x20 196 204 126 175.3 227 219 150 198.6 

9x33 480 468 284 410.6 501 489 341 443.6 

treedepth = 1.5         

5x8 46 20 10 25.3 44 23 26 31.0 

5x25 96 72 104 90.6 136 108 144 129.3 

9x9 40 44 44 42.6 69 71 69 69.6 

9x20 152 100 158 136.6 172 136 186 164.6 

9x33 492 400 372 421.3 486 458 412 452.0 
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After that, the running time comparison between BigBigTree, RAxML, RAxML-ng, and 

IQ-TREE2 is summarized in Table 7. We also divide the running time into three parts and 

analyze it, respectively.  In the alignment part, it can be observed that MAFFT is much faster 

than BigBigTree in the whole process, while BigBigTree is faster than MAFFT in each cluster. 

In the tree construction part, IQ-TREE2 performs fastest with a quick option. Besides, 

BigBigTree is faster than RAxML and RAxML-ng at a larger dataset. The execution time of 

three is similar to a smaller dataset. We owe it all to Divide and Concatenate algorithm, which 

makes time complexity reduce to n*TREE(m) + m*TREE(n), down from TREE(m*n). It can 

be found that the larger the data, the faster BigBigTree. Also, when the difference between 

gene sequences increases, BigBigTree doesn't change a lot on running time compared to 

RAxML and RAxML-ng. 

The RF-distance comparison is summarized in Table 8. The results show that our 

algorithm has great potential to improve accuracy. BigBigTree is more accurate than others on 

5x25, 9x9, and 9x20 in most cases. Moreover, similar results can be achieved on 5x8. 

Nevertheless, the performance is significantly degraded on 9x33, and we will discuss this 

further in the discussion section.
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3.2 Real biology data 

The running time comparison is summarized in Table 9. We still divide the running time 

into three parts and analyze it, respectively. In the alignment part,  the same results are obtained 

with simulation data. In the tree construction and combination parts, IQ-TREE2 also performs 

fastest with fast option. Besides, when the input sequences are in a small amount, BigBigTree 

has the same execution time with RAxML but slower than RAxML-ng. From microspore 232 

and Olfactory receptor two datasets, we can find out that in the microspor dataset, BigBigTree 

has about 15 times faster than RAxML and 12 times faster than RAxML-ng. In the Olfactory 

receptor dataset,  BigBigTree has about five times faster than RAxML and RAxML-ng. 

Therefore we know that the difference in speed rate has nothing to do with the total number of 

sequences. We believe it relates to the number of sequences in the cluster after BigBigTree 

clustered the sequences because the less amount of sequences are in the group after cluster, the 

less length of sequences will be after alignment, and the program can get better performance. 

The log-likelihood comparison is summarized in Table 10. While BigBigTree gets similar 

performance with RAxML in Cladiomy dataset and better than others, it receives worse 

performance than three tools in the other two datasets. Note that the log-likelihood score is 

calculated with alignment sequences generated by MAFFT, which is also used as input to 

RAxML, RAxML-ng, and IQ-TREE2. Therefore, they will take advantage of log-likelihood. 
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4 Discussion 

We get quite promising results in terms of running time against RAxML and RAxML-ng thanks 

to our divide and concatenate approach. According to the outcome of simulation biology data, 

we observe that BigBigTree performs well on RF distance in most cases, while the performance 

is significantly degraded on the largest dataset. We choose 9x33 with a treedepth 0.5 dataset 

for analysis, then two characteristics are found from the actual gene tree and clustering results. 

First, there are many in-paralogs. In-paralog is a paralog that was duplicated after the speciation 

and hence are orthologs to a cluster in the other species [32]. Second, the depth of the subtree 

is quite shallow (Figure 12). Both of these can cause clustering errors due to gene sequences 

are too similar. 

 

Figure 12：A subtree of 9x33 gene tree 

In BigBigTree, the maximum size parameter is set to the number of species for a cluster. 

It may cause redundancy in concatenation when in-paralogs exist. Take a tree in Figure 13.a 

for example, if the maximum cluster size is set to 3, sequences may be divided into {a1, b1, c1}, 

{a2} and {b2, c2, c3} (squares in Figure 13.b, m=3). Furthermore, the concatenate long-string 

alignments will be “a1-b1-c1”, “a2-gap-gap” and “gap-b2-c2” (the up alignment in Figure 13.c) 

which contain a lot of noise from the gap. Otherwise, if the maximum cluster size is set to 4, 

we will get “a1-b1-c1” and “a2-b2-c2” (the bottom alignment in Figure 13.c), which gain more 

information than the previous one for tree construction. 

https://paperpile.com/c/bdR469/9XmY
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Figure 13：The influence of maximum cluster size, m, (a) a reference gene trees for three 

species, a, b, and c with two gene duplication events {1,2} and {2,3} (b) two clusters regarding 

m=3 and m=4, respectively (c) corresponding contacted long-string alignments based on (b). 

Therefore, here we try to set the maximum size larger on 9x33 with a treedepth 0.5 dataset, 

and the results are summarized in Table 7. We set the maximum cluster number to 12, 15, and 

18, respectively. After that, it almost comes out with better performance when the number 

increases. The results of test2 and test3 went backward when it increased to 18, but it is still 

better than 9. In recent years, many computational tools are created and developed for 

orthology analysis [33]. There is potential to replace hcluster with other clustering tools. 

OrthoVenn modified portions of the data processing steps in the OrthoMCL algorithm, replaced 

BLAST with UBLAST, and used orthAgogue to identify putative orthology and in-paralogy 

relations [34,35]. Moreover, OrthoFinder solves a previously undetected gene length bias in 

orthogroup inference, it does not adopt the pairwise strategy but instead attempts to identify 

complete orthogroups [36,37]. An orthogroup is the set of genes descended from a single gene 

in the last common ancestor of all the species being considered [38]. Applying these two 

methods for clustering may achieve better results than hcluster. Unfortunately, because of the 

difference in the execution environment and the requirements for the database, we have not 

been successfully put into the Nextflow framework for testing. 

 

 

  

https://paperpile.com/c/bdR469/eg4s
https://paperpile.com/c/bdR469/tmZR+THFZ
https://paperpile.com/c/bdR469/Mwkm+Pjf7
https://paperpile.com/c/bdR469/enfe
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Table 11. RF-distance analysis of the 9x33 datasets with treedepth=1 regarding difference 

maximum cluster size (best performance marked as bold). 

Max. cluster size test1 test2 test3 Ave. Ave. time 

9 524 466 464 484.6 154 

12 496 438 450 461.3 146 

15 462 424 426 437.3 124 

18 424 444 428 432.0 116 

 

We show the feasibility of BigBigTree; however, it still has some room to improve the 

method of ortholog clustering. It’s just as well that the tool that meets the execution 

environment can be easily replaced in the Nextflow pipeline. Users can choose their favorite 

tools for clustering, alignment, and tree construction and replace it. With the advancement of 

sequencing technology and analysis tools in the future, BigBigTree can give improved results. 

After brief visualizing tree topology, BigBigTree comes out with reasonable 

phylogenetics (Figure 14). We will further evaluate the quality of topology based on log-

likelihood, investigate the limitation of our algorithm, and improve it through a more 

comprehensive benchmark. 

 

Figure 14：The snapshot of the Cladiomy tree by BigBigTree. TreeViewer draws the 

topology on ETE 3 [39]. 
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5 Conclusion 

We not only implement a highly flexible and efficient Nextflow framework but also 

propose a novel approach, BigBigTree. The success of BigBigTree results from two factors: 

The Divide and Concatenate algorithm helps to reduce the time for tree construction and, thus, 

the concatenate long-string alignments enrich more information to complete phylogenetic tree 

accurately. BigBigTree has a great ability to build a large gene tree. It’s necessary to increase 

the number of sequences with the development of next-generation sequencing and third-

generation sequencing. After that, it is very promising to gain more knowledge from the large 

tree in the future. 
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