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Abstract

The Transformer model, which opens a door in the field of natural language
processing, makes this field has another significant further step. It allows the
model to better understand the relationship in the word. And the model architecture
extends many language models, such as cross-lingual model XLM, XLM-R, and
these models have achieved good results in various tasks. In this paper, we proved
that other high-resource languages can be used to make up for the data in low-
resource languages. We take the prediction of whether the comment is a toxic
message as an example. We use the English data released by the Jigsaw Multilingual
Toxic Comment Classification competition and the comment on the PTT Hate board
as the input training set. We want the model to predict toxic comment in Chinese,
and the data in English is much larger than that in Chinese. We divide the prediction
results into three categories: only use English data to fine-tune the model, fine-tune
the model with Chinese data, and the last is combine the two data and fine-tune the
model. We found that the training with English data has the best accuracy score of
75.9% because of the large amount of data, while the overall accuracy scores that
mixed data has a higher score of 88.3%. In general, we can make up for the lack
of low-resource languages through cross-lingual models and have another way to
solve low-resource languages problem.

Keywords : Transformer, XLM-R, cross-lingual prediction, toxic comment,

imbalanced data, deep learning, security conversactions
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Chapter 1

Introduction

In these years, artificial intelligence has become one of the hottest fields. Since technology
persistently and constantly making progress that make computing power of computers has
greatly improved, which also make us to greatly shorten the time to train the model. Machine
learning is a method of artificial intelligence, and one of the most commonly used in machine
learning is deep learning [13]. Deep learning have lots of applications, and it is divided into
three major applications: image recognition [8], speech recognition [21], natural language
processing [2]. In this paper, the topic we are discussed that belongs to the field of natural
language processing. In 2017, Google publish the state-of-the-art of language models that name
is called “Transformer” [18]. Then in 2019, Facebook present “XLM-R” which have the state-
of-the-art performance on cross-lingual benchmarks [4]. We want to use XLM-R to predict
cross-lingual task. Specifically, we want to use english training set to predict chinese testing
set.

Social media give us an environment where we can freely discuss and share their thought to
others. But it is a pity that have some people who bring a negative impact on the environment [9].
They maybe use fake accounts and leave messages to harass others, or use words to bully or
abuse others. Because of these problems, the user experience of social media will get worse.
Hence, we want to improve the safety of the online environments, therefore we use deep learning
to detect toxic message. In real life, there are more general comment than toxic comment, which
leads to the dataset is imbalanced. We use two simple method to solve this problem that is
ROS [7] and RUS [6]. Since imbalance data will cause the accuracy of smallest(minority) class

have under performance [20], the unbalanced ratio of our english training set is p = 10 and the
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chinese training set is p = 5.16, and the largest class is 0 that mean the comment is not toxic
message, and the smallest class is 1 which mean the comment is toxic message.

If the target language resources you want to predict are low-resource, we will present that
you can use high-resource language to supplement the set of low-resource language to enhance
the accuracy of the task. In this paper, we will compare the prediction result from English,
Chinese and combine the both, which to observe the performance.Our code is put on https://

github.com/Kyle010166/thesis
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Chapter 2

Deep Learning

Let computer like human neural and learning by itself this called deep learning. It" s easily
to know deep learning, it a best function find in the function set, we give it input data and output a
lot of values, and best function calculated by the machine. Below was told you how the function

work.

f(“Tam very happy ”) = * positive sentence ”

When we use deep learning in classification, we want machine know what the sentence mean. If
we set the sentence “I am very happy.” Then function will give you classification is “positive
sentence.” Above example you input your current sentence and computer will identify the
sentence then give you classification.

We will divide deep learning into three stepss construct the model, find the right function
and then predict your goal. The concept of deep learning is to train the model through a large
amount of data to tell the model the relationship between input and output. And the result of
this model is whether or not it is good, we need to design a judgment standard. According to

the judging criteria then choose the best model.
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Stepl Step2 Step3
Construct the . Find the right . Predict your goal

model function

Figure 2.1: Three steps of deep learning

2.1 Neurons and Neural Networks

Artificial neural networks and human brains really have some similarities, we all know that
the human brain is made up of neurons, and the network is also connected by “neurons.” [10]
This section will introduce the structure of neural networks and how to imitate human neurons.

Every basic neurons is a function and its symbolowe called it activation function in deep-
learning, the activation function is a non-linear function defined by human in advance. Each
input has a corresponding weight and multiplying each to get the value therefore the input to
these functions is a set of values (e.g. is a vector) then the output is a value. As in Figure 2.2,
the left side are x1, w2, x3 are the input of neuron and w;, ws, wsare the weight. And right
side, h is the output of neuron. The bias of the neuron at below of the Figure 2.2 is b, and the

function of neurons o is h = o (>, wiz; +b) .
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input  weights

bias

Figure 2.2: The Structure of a Neuron

After understanding neurons, we started to introduce the process of neuron works.
Beginning we let input values multiplied by the corresponding weights. Then sum up product
values and bias value. Next, the value through activation function we get output value, this is the
complete process of the neuron. Giving an example to clearly understand the process. We set
T, Te, Ty, Wi, We, wsz, baccording to the orderis 2, (—1), 2, 1, (—1), 2, 1 and the equation
is2x (1)+ (—=1) x (=1) + 2 x 2+ 1 = 7 and the input to the activation function is 7. Setting
the activation function is ReLU which will introduce the details in later chapter. Hence ReLU
received value 7 and output is 7. Because when the input is less than 0,the output is 0; when the

input is greater than 0, the output equals input as below function

o2x () + (=) x (=) +2x2+1)=0(=T7)=T.

The wights and bias in neurons are called parameters. They determine how neurons work, when
the machine is training, these parameters are automatically adjusted according to the training
data.

Let we look at neuron network that made up of many neurons, and we only need to decide
how to connect neural networks . We give an example as figure2.3 that is a kind of model of

neuron network in deep learning.
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Figure 2.3: Fully Connected Feedforward Network

In figure2.3 we called it is a fully connected feedforward network that was the first and
simplest type of artificial neural network [16]. Its working method is very easy. The neurons of
the first layer have obtained the features value, multiplied by the W weight plus bias deviation,
and the result is calculated through the activation function and passed to the next layer, so
Feedforward Neural Networks is a unidirectional flow. Does not return the value from the
output to the input. The first layer we also called input layer and the last layer called output
layer. Between input and output layer are known as hidden layers, as the training data does not
show the desired output for these layers. A network can contain any number of hidden layers

with any number of hidden units.

2.2 Activation Function

Use activation function in neuron networks, we mainly using nonlinear equations to solve
nonlinear problems. Since the hidden layer and the output layer input the result of the upper
layer and are linear combination of the input. In reality, many problems are nonlinear problems.

At the below, we show three most used activation function in detail.

1. Rectified linear unit (ReLU)

Equation:
x, if x>0

0, if <0

Range: [0, c0)
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Graph:
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Figure 2.4: Rectified linear unit (ReLU)

2. Sigmoid function

Equation:
1
flz)= Y A\

Range: (0,1)
Graph:

10

08 -

06

0.4 1

0.2

0.0 1

100 -75 -50 -25 00 25 50 75 100

Figure 2.5: Sigmoid function

3. Hyperbolic tangent (tanh)

Equation:
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Range: (—1,1)

Graph:
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Figure 2.6: Hyperbolic tangent (tanh)

2.3 Loss Function

We mentioned earlier that looking for the best parameter among the parameter space, but
to compare the quality of each parameter, we need a judgment criterion. We called this criterion
is loss function. The loss function estimates how much the prediction deviates from the actual
value and this difference can called it error. But in each training, we will get a bunch of errors.
Hence, we need to choose a correct loss function. The following are three most simple loss
functions.

We define y, represents the actual value, y; represents the predicted value and k is numbers

of data .

1. Mean absolute error (MAE)

k
1 .
MAE = 23" Iy = ¥
i=1
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2. Mean squared error (MSE)
L
MSE - - i AZ' 2
? ;_1 |y — ¥l
3. Binary cross-entropy(H)

k
Z vilog(y:) + (1 — y,) log(y.)]

?vlr—

2.4 Gradient Descent Method

In deep learning, no matter what kind of network. We need to find the relationship of
parameters between layers, and the process of finding parameters is called learning. So the
purpose of the neural network is to constantly update the parameters then minimize the value of
the loss function and find the best solution

The “gradient descent” is one of the methods in the optimization theory to constantly
update the parameters to find a solution. We according the parameters of above neural networks
define 0 = {wy, ws, ..., wy, by, by, ..., by, }, we hope we can find the optimal solution 6* such that
minimizes the loss function L(6). In this method, machine assign a random value as an initial
value for w; denoted as w; M then compute its first derlvatlon (1) then update to the better

parameters i.e.

which 7 is learning rate and will introduce later. Use this way until 88_151 is approach to zero.
Others parameters are the same process to find the best solution, therefore the iteration is like
the below in figure 2.7 and we will repeat this process until all the parameter of norm is small

enough.
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Figure 2.7: Gradient Descent

The learning rate is a hyperparameter that grasp the learning progress of the model that
affects how fast our model can coverge to a local minimum. Generally, the greater the learning
rate, the faster the neural network learns. If the learning rate is too small, the network is likely
to fall into a local optimum; but if it is too large and exceeds the extreme value, the loss will

stop decreasing and oscillate repeatedly at a certain position.

10
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Chapter 3

Transformer

Nowadays, in the field of Natural Language Processing(NLP), nobody does not know
about Transformer(Vaswani et al., 2017) [18]. Transformer contribution is the self-attention
mechanism in the structure of sequence to sequence model (Seq2Seq) [18]. Sequence to
sequence model is composed of encoder and decoder which are sequential model, and the
sequential maodel is good at processing data with sequence characteristics. Therefore, we input
a sequence and then encoder will convert the sequence into a vector, usually we call it a context
vector. then decoder generates text based on context vector. And self-attention mechanism

improves the previous problems of the Seq2Seq model.

3.1 Structure of Transformer

First, let talk about what is embedding. Computer is made up of numbers, so that is more
easier receive the numbers then word. Therefore, we need to covert the word to numerical data.
Suppose have a sentence is “apple is a kind of fruit” then we put it into dictionary that becomes
[“apple”, “is”, “a”, “kind”, “of”, “food”|, and we can make each word correspond to a vector
so “apple” is correspond to [1,0,0,0,0,0] and “of” is correspond to [0, 0, 0, 0, 1, 0], this method
is called one-hot ecoding.

Transformer use the method is called wordpiece embedding that is divides every words to
sub-word units and switch them to index sequence. [19] For example, we have a word “apple”
we divide it to “app”and “le” then the sequence will be [1,2]. And this method has a benefit

that can easily compose the word. There have four index in the Transformer one is the “start

11
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of sequence” (<SOS>) which is the represent beginning of the sentence, second is “end of
sequence” (KEOS>) which is represent the end of the sentence, third is “padding mask™ which
function 1s because the length of each batch of input sequence will be different, and we need
to use it to make each input sequence be the same length. Specifically, it is to fill 0 up after
the shortest sequence. Since these positions are actually meaningless, our attention mechanism
should not focus on these positions and we will introduce attention mechanism in this section
later. And the other index we will introduce at the end.

In addition to word embedding, because the Transformer cannot extract sequence order
information, so Transformer need to add the information of position. To solve this problem,
Transformer uses positional embedding that encode the position of the word in the sequence

and the value will be

PE(pos, 2i) = sin( pos 5
10000 %modet
PE(pos, 2i — 1) = cos(—L2>
10000 Zmodet

where d,,,q¢; 18 the model dimension in the original paper it set ;000 = 512,1 < 1 < %
and 1 < pos < dpo4ei- Then word embedding sum with positional embedding that can extract
the word information and order information.

Now, We introduce that the Seq2Seq model is input a sequence and output is also a
sequence. Seq2Seq model can divided into architectures which are encoder and decoder that
can contain blocks with the same multi-layer structure. In Transformer each layer will have
multi-head attention and feed forward network. The encoder will converts the input sequence
(1,29, ...,2,) to (21, 29, ...., 2,) and the decoder converts (21, 22, ...., 2,) to (y1, Y2, - .., Yn) that
convert one at a time, but when decoder attend encoder output need mask to avoid to see future
information. For example, like language translation we input the processed sentence in encoder
then we can get hidden vectors which will input in decoder and translate to target language. In
previous Seq2Seq models, Recurrent Neural Network(RNN) used to construct Seq2Seq model,
since RNN which is often used to solve the sequence problem. But there is a disadvantage that
cannot effectively parallel operation. It means we get the output vector y,, at the last time point, it
had to run the entire input sequence. Self-attention mechanism solve cannot effectively parallel
operation problem also can solve the sequence problem. The architecture of Transformer as

Figure 3.1.

12
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Figure 3.1: Structure of Transformer

The help brought by the self-attention mechanism we mentioned earlier. Now, we will show
it how to works. When Self-attention performing sequence generation tasks such as machine
translation, we need to add additional Positional Encoding to add sequence information. Self-
attention layer will take each word vector z; or have some articles called representation which
through three linear transformations to three vectors ¢; » k; and v; get a example at below. Let
x1,Ta, T3 to x, be n input word vectors and all dimension will not exceed d,,0q¢;. And the
equation is define as:

@ : query (to match others)
g =W
K : key (to be matched)
ki =WE .
V' : information to be extracted
v =WV,

where 1 < i < n, WX and W@ € R¥%Xdmoder J/V ¢ Rv*dmodet . Since WK, W and W is
the metrics that () have same dimension as K, then dj, is dimension of key and d,, is dimension
of value.

Each ¢ vectors matches & at other position in the sequence then after calculating the self-

13
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attention weights, use the softmax layer to obtain a weight value between 0 and 1. Continuing
we use value to weights average with v. Hence, we get the output vector b; at the position ¢. All
of output vector can effectively parallel operation and obtain the output sequence. The original
author uses following function Scaled Dot-Product Attention to get the weight. The function

will show as below:

1, i

v

ay; = ,where d is the dimension same as qand k,and 1 <7 < n

then we get
G exp(ay ;)
1i =
b explay)

n

by = E A - Vi

=1

Now, we have 1 position output b; which is a vector and we can get by, b3, to b, at the same
way. Then we use z; to consist a matrix A which mean z; vector is the first column of matrix A
and x, vector is the second column of matrix A and so on, ¢;, k; and v; all use the same method

to consist matrixs (), K and V. Hence, the function of matrixs can be shown as bellow:

Q=W¢A
K=WkKA
V=Ww"A

T

Attention(Q, K, V') = [softmax( Q\/di< vt
k

where W5 and W@ € R*dmodet J)/V ¢ RdvXdmodet ), is dimension of key and d,, is dimension
of value and P € R?*! we denote [ is the maximun length of sequence and P is the matrix of
padding mask. The attention mask in the encoder of Transformer is always be padding mask.
Now, we will cut the Q, K, V of each position in the input sequence into multiple g;;, k;j,
v;; for 4 1s the ¢y, position and j is the number of head, and then separately to do self-attention
which we called this method is Multi-head Attention. After each processing, concatenate all the
results and reduce the dimension according to the situation. The advantage of this is that each

head can perform its duties and learn to attend to the information in different representation

14
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spaces in different positions in the sequence. We show the function as follow:
Multihead(Q, K, V') = W [Concatenate(head; , heads, ..., heady,)]”

where head; = Attention(Q) - W]Q, K- VVjK V- W]»V)

where WK and W € Rimoaerxdi WV € Ridmoaerxds 7O ¢ Rimosexhds for 1 < j < h, and
Concatenate is the function that introduce as above. Google sets h = 8 parallel heads, and for
each we use d;, = d, = 64.

In the decoder of transformer have the index tokken it called “sequence mask™ which is
to make the decoder unable to see future information. For a sequence at the time-step ¢ and our
decoder output should only depend on the output that before time ¢, and not on the output after
t. Therefore, we need to hide the information after time-step ¢. Then the attention mask in the

decoder of transformer we need to sum with padding mask and sequence mask.

3.2 BERT

Bidirectional Encoder Representations from Transformers we call it BERT for short. BERT
is a language representation model generated by (Devlin et al., 2018) [5] use unsupervised way
and a large amount of text without annotation. BERT structure is encoder of Transformer.

In the past, LM required a lot of manpower, computing resources, and time to achieve a
task. Also, recently two-stage transfer learning is extremely popular in the NLP field. Therefore,
BERT is one of the models that solve above things and use two-stage transfer learning. First,
we pretraining LM model that have the advantage to let the model has a certain understand of
natural language. Then use the model for feature extraction or fine tune downstream tasks by
supervised approaches.

Let BERT perform two tasks at the same time when pre-training BERT:

1. Masked Language Model(MLM) [17]
BERT masking once during data preprocessing. Google chooses 15% of token positions
at random for prediction and 80% will use [MASK] token, 10% use a random token
to replace and 10% will unchanged the original token. Then BERT need to predict the

original token which is replace as above.

15
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2. Next Sentence Prediction(NSP)
In order to let the model understand whether there is a relationship between sentences,
author pre-train for a binarized NSP task that the model can feel more intuitive about
learning. The specific method is to select sentence A and sentence B by pre-training corpus,
50% of the sentence after sentence A are correct sentences B,and the remaining 50% are

taken randomly selected sentences from the corpus.

We show pre-training procedures for BERT as Figure 3.2. [CLS] is a special symbol
token that added in begin of every input sequence, and [SEP] is a symbol token that separating
sentences A and sentences B.[MASK] is only use at the pre-training that mask the word of
sentence and predict the token.[UNK] role that does not appear in the BERT dictionary will
replaced by this token.[PAD] is a zero padding mask token that will complete input sequences
of different lengths to facilitate batch operations. The original BERT released two model sizes
BERT-base (L=12, H=768, A=12 Total Parameters=110M) and BERT-Large(L=24, H=1024,
A=16, Total Parameters=340M)

NSP Mask LM Mask LM
- n_ = —r
C T, .. Ty Tisepp T Ty
BERT
ElcLs) Epp ... Epy  Esem Epp Efny

t 1 t t 1 1

[CLS] Toxk1 [Mask] TOKN [SEP] TOK1 [Mask TOKN

Mask sentence A Mask sentence B

Figure 3.2: pre-training of BERT

Now, we will introduce the second-stage of transfer learning, with the first-stage pre-
training model, we can use it for downstream tasks and have a good effect. Ther are 5 simple
steps to fine tune BERT to solve new downsteam tasks. First, prepare raw text data. Second,

convert raw text to BERT compatible input format. Third, add a new layer on BERT as a
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downstream task model then start train the downstream task model.Finally make predictions

for new samples.

1.Prepare raw text data.

2.Convert raw text to BERT
compatible input format.

3.Add a new layer on BERT as a

downstream task model

4 Train the downstream task model

5.Make predictions for new samples

Figure 3.3: 5 steps of fine-tuning process

We extracted the 4 kinds of fine-tuning BERT to model the downstream task. Each case
has a corresponding input method and output method. At the input, it can divided into single text
and text pair. Single text input can be mainly applied in Single Sentence Tagging Tasks which
let model identify the attributes of each word in the sentence and Single Sentence Classification
Tasks which let model can identify property of the sentence. Text pairs applied in Sentence
Pair Classification Task that model can recognize any relation between sentencel and sentence2
and Question Answering Tasks allow the model to answer the question but this the answer is
that it originally appeared in the text trained in fine-tune. In this paper, we only introduce the
Single Sentence Classification Tasks that the fine-tune model structure is shown in Figure 3.4,
its input is single sentence that we use (x1, s, 3, 74, ...) to represent it and output is a class.
We will connect a linear classifier layer to the output token(the yellow columnar) and use the
target function of the downstream task to train the classifier from the beginning and fine-tune

the parameters of BERT.
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Figure 3.4: Single Sentence Classification Tasks

Compared with pre-training, the resource cost of fine-tuneing is relatively less. The time

spent on each task takes only a few hours on the GPU, which is also the benefit of BERT.

3.3 RoBERTa

We previously introduced the power of BERT, but some people think that the original
BERT is undertrained, so various optimization methods are adopted to improve the efficiency
of BERT. [14]Each training is computationally expensive, so it also limits the number of
parameters we adjust, and it also limits our understanding of how much progress can be made
in the proposed model. Therefore, we can improve the process of training BERT from several
aspects. The method include: (1) More rigorous research on the impact of hyperparameters;
(2) improve training time to make time change longer; (3) increasing training batch size; (4)
only training on longer sequences ; (5) use another masking pattern that is dynamic applied
to the training data; (6) use larger training data(CC-NEWS), these methods have significant

performance improvements.
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The method of pre-training tasks is also different from the static mask language model and
next sentence prediction used by BERT before as discussed in Section 3.2. The task used by
ROBERTA is dynamic mask language model and next sentence prediction task is removed.
We illustrate the process of dynamic masking, RoBERTa in order to avoid the mask token
has been repeated to cover the same training words in every epoch. Dynamic masking is to
generate the masking pattern before starting model training (not during data preprocessing).
The implementation show that the dynamic masking is more slightly better than static masking.

And another experiment showed that removing the next sentence prediction task and
replacing it with the input format is Full-Sentences that contiguously from one or more
documents that the total length is at most 512 tokens. Such changes slightly improve the
effectiveness of downstream task.

We made a simple comparison table to compare BERT an RoBerta shown as Figure 3.5

RoBERTa BERT

« Dynamic Masking « Static Masking

¢ Input format is Full  Next Sentence Prediction
Sentences « Using 16G training

« Using 160G training corpus
corpus

Figure 3.5: Comparison Table of BERT and RoBERTa

3.4 Unsupervised Cross-lingual Representation Learning at

Scale: XLM-R

Many language models now prove the effectiveness of pre-training methods for English
natural language understanding. Therefore, these tasks is applied to cross-language and shows
the effectiveness of cross-language pre-training. Although BERT also has a version that uses
multiple languages for pre-training, the effect is not very good, so another pre-training method
for cross-language is designed. Initialize BERT as a model for unsupervised machine translation.

The model is called XLM (Lample and Conneau, 2019) [12], XLM provides three kinds of
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pre-training task, the first task they called it Causal Language Model(CLM) that is to predict
probability of the next word for a given sentence but this technique cannot be extended to cross
languages, so XLM only keep the first word in each batch and regardless of context. The second
task is use Mask Language Model that is same as BERT but have little bit difference to BERT,
XLM use an arbitrary number of sentences instead of pairs of sentences. In oreder to balance
the inequality of tokese such as punctuation and stop words.

Third, we are going to introduce how the author can transform BERT in the following ways,
In BERT, each sample is constructed in one language for each training. XLM’s improvement
to it is that each training sample contains the same text in both languages. Like BERT, the
goal of this model is to predict the word masked in a sentence, but with a new architecture, the
model can use the context of one language to predict words in another language. This method
is called Translation Language Model(TLM) that is a supervised method to pre-train and TLM
is an extension of MLM, for example, we have a pair of sentences in Chinese and English, the
Chinese sentence is ~ “#' §_# 4 ” and the English sentence is “I am a student”. Then “& 4~
is the masked word in chinese sentence and can use “a student” to prdecit it, and “am” is the

masked word in english sentence and also use ” €_” to predict it, we show it as in Figure3.6.

B & -
Tt * L)

Transformer

tr 1T 1+ 1T 1+ 1+ 1*

Token
embeddings

[/s] E2 4 = [mask] [/s] [/s] | [mask] a student [/s]
= = &= = = = %+ = &
Position
e 10 1 B B EH B B EE B E
= = & = = = S+ 4 &
Languange

Figure 3.6: Translatoin Language Modeling(TLM)

ERd &
Bl b

The above model provides good cross-language pre-training, but when training multi-
language models are use Wikipedia data set, and the ability to represent useful resources
in low-resource languages is still limited. Therefore, by simply increasing the model, the
problem of low resource languages can be effectively alleviated. Specifically, more than 2TB of

CommonCrawl data sets that have been preprocessed in 100 languages are used to train cross-
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lingual representations in a self-supervised manner. This includes generating new unlabeled
corpora for low-resource languages and expanding the amount of training data used in these
languages by 2 orders of magnitude. They called it XLM-R.(Conneau et al., 2019) [4] And
difference to Lample and Conneau, 2019 [12], XLM-R do not use language embeddings in pre-
training that makes XLM-R can handle code switching better. XLM-R uses the above tasks and

expands the pre-training data set to allow it have good performance in cross-lingual beckmark.
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Chapter 4

Cross-language prediction and

Imbalanced Data

In this paper, we want to use deep learning to predict whether a sentence is a toxic message
. but we want to use english training data set to predict the test set of chinese sentences,and
will compared with the Chinese and English training data set. The Englsih data set we collect
is public information on Jigsaw Multilingual Toxic Comment Classification of competition of
Kaggle, and for the Chinese data set we collected Hate board in Taiwan’s well-known social

media PTT.

4.1 Toxic Message

In real life, social media is inseparable, according to statistics, everyone spends at least 1.5
hours on social media every day, and there are toxic comment or messages in conversations on
the internet, where toxicity is defined as anything rude, uncomfortable or otherwise likely to
make someone feel insulted, leads to a poor user experience and effects the mood. If toxic
messages can be identified in other languages and can be used and contributed in various

languages, we will have a safer and more collaborative Internet.
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4.2 Imbalanced Data

Usually, the toxic comment identified can look upon it as a binary classification problem
which consisted of one positive group and one negative group i.e. toxic comment and general
comment. When collecting data, there are far fewer toxic comment than general comment. In
this section, we will discuss the imbalanced data in classification task and explantion the problem
in this paper.

Imbalanced data occurs in many different applications, and the frequency of these data in
one of the categories is extremely low, such as computer security [3], disease diagnosis [15],
image recognition [11]. Therefore, we want to judge the imbalanced level of dataset and the
below formula [1] can be represents the imbalance ratio of dataset, in the other words, the ratio

of maximum class size and minimum class size.

”~ maXZ(|DZ|)

AW
min; (| D;|)

where D; is a set of samples in class ¢. For example, if our training dataset’s largest class which
has 1000 samples and smallest class which has 100 samples, then the imbalance ratio p = 10.
In this chapter, we will discuss the methods that can be used when encountering unbalanced

data situations.

4.2.1 Data-level methods

In this section, we achieve all classes are balanced by adjusting the number of samples
of different classes, the following methods can be used regardless of binary classification or

multiple classification.

1. Random-oversampling(ROS): This method is called oversampling which does not
perform any processing on the majority class samples, but increases the number of
minority class samples to improve the training of the minority. [7] This method uses
random copy to balance the two types of data, which is easy to implement, but due to
repeated copying of minority samples, the possibility of overfitting of the classification
algorithm is increased. For example, we use this method to apply to our Chinese training

data set as Figure 4.3.
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Figure 4.1: Random oversampling(ROS)

2. Random-undersampling(RUS):

Undersampling is another common solution of imbalanced data [7], Contrary to the
oversampling method, the undersampling method improves the classification accuracy
of the minority class by reducing the number of samples of the majority class. Random
undersampling is one of the simplest undersampling methods, by randomly selecting a
part of the majority class samples to achieve a balanced sample. For the purpose of
quantity, the training time of the model can be effectively shortened. However, randomly
discarding samples may remove potentially useful information in largest classes, thereby
reducing the performance of the model to identify sample. We also get example, we use

undersampling method to apply to our Chinese training data set as Figure 4.4.
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400
400

200 200

0 - T T T T T [ T T T T T
0.0 02 04 06 08 10 0.0 02 04 06 08 10

Figure 4.2: Random undersampling(RUS)

In data-level methods, we usually use ROS to eliminate class imbalance and have good
impact on small data of class. But if our data set is much bigger or have extreme class imbalance
1.e. pis large, performance of oversampling is maybe not good because it will increase too many
repeated samples led to overfitting and increase the time of training. On the other hand, we
believe that RUS can obtain better performance on large imbalanced data set since it can reduce

the time of training.
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Chapter 5

Experiments

In this chapter, We used the language model “’xlm-roberta” mentioned earlier to predict

whether the comment is a toxic message so our classes is simply divided into binary

classifications that are true class and false class. As we mentioned in Chapter 4, when the

comment is the toxic message we classified in the true class and it is represented by 1 and if the

comment is not the toxic message we classified in the false class and it is represented by 0.

Our English training dataset’s (ENtrain) largest class 0 is represent not toxicity which has

200,000 samples and smallest class 1 is represent toxicity which has 20,000 samples as the

Figure 5.1, then the imbalance ratio p = 10, and the Chinese training dataset’s (CHtrain) largest

class 0 is represent not toxicity has 1,331 samples and smallest class 1 is represent toxicity has

258 samples as the Figure 5.2, then the imbalance ratio is about p = 5.16. And the testing dataset

(CHtest) is Chinese and has a total of 400 data and their distribution is shown in the figure5.3.
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Figure 5.1: training dataset of English
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Figure 5.2: training dataset of Chinese
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Figure 5.3: testing dataset of Chinese

5.1 Prediction model

After many experiments, we fixed the following parameters during fine-tuning, we set the
learning rate n = 4e —5 when we train Chinese and the learning rate 7 = 3e — 5 in English, batch
size of train = 4 that it means the numbers of samples we input the model. We repeat the training
five times, so we set epoch = 5 and set the maximum length of the sentence to 328, which means
that words beyond the 328th will be ignored. At the first place we put the [CLS] token and in the
down stream we put the classifier model at the output of [CLS] token then we objective is train
the classifier model, we input the monolingual comments then classify the comments is whether
a toxic comment if the comment is toxicity we output is 1(True) and opposite is O(False), we

named this model is Toxic Comments Detection Model (TCDM).

5.2 English training dataset

We use the above training dataset of English and training parameters without any changes
to the data then we name this model M, and the accuracy score of the prediction CHtrain and
CHetest is as follows Figure 5.4. The class of 1(True) and class of O(False) in the Figure5.4 are

all from CHtest.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, 89.7% 79.1% 44.7% 97.7%

Figure 5.4: Average accuracy of M,
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According to Figure 5.4, we can observe that the prediction of class 0 is more accurate.
Sine the class 0 is relatively large, the average accuracy is also relatively better. To improve the
M,, we will use random-oversampling method and random-undersampling method that observe

whether the accuracy has improved.

5.2.1 Random-oversampling(ROS)

In this section, we will adjust the smaller class(1) in ENtrain as described in section 4.2.1.
We will randomly select samples from the smaller class(1) and copy them until the number of
samples is the same as the large class(0). This method makes our data become balanced data.
We use the above parameters and ROS method and name this model M,.,. We can see that it
achieves an accuracy of 98.9% in class 0 but has a worse performance than M, in class 1. That’s
because the sample of class 0 in ENtrain is more large than class 1, which cause the model M,.,

is overfitting on class 1.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, 90.4% 77.4% 37.6% 98.9%

Figure 5.5: Average accuracy of M, and M,

5.2.2 Random-undersampling(RUS)

Compared to section 5.2.1, we use undersampling in this section, we remove the sample of
larger class(0) to the same number as the sample of smaller class(1). After the data goes through
this method, the structure of model use the same parameters as above and name it M,.,. The
M,.,, model has better performance in class 1 and CHtest, espeially in class 1, which has a great

improvement.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, 84.1% 83.3% 75.9% 87.3%

Figure 5.6: Accuracy of M,.,

And why the bad performance in CHtrain is because they have more sample of class 0. We
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think that because some important samples in the class 0 of ENtrain may be deleted, which leads
to the bad performance of the RUS method. Then our model M,., can not capture the feature of

sentence.

5.3 Chinese training dataset

We use CHtrain in this section and will introduce the same method to fine-tuning the model.
In our many experiments, we found that Chinese have good performance when learning rate set
at n = 4e — 5, which is better than at » = 3e — 5. Therefore, we use the same parameter as
section 5.1 that we mentioned. We name the model called M. that is only use CHtrain data and
not use any method. The performance as Figuer 5.7, we can see the accuracy score of class 0 is

95.4% that is also better than class 1.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, 92.7% 85% 65.2% 95.8%

Figure 5.7: Average accuracy of M,

5.3.1 Random-oversampling(ROS)

In this section, we will adjust the sample of class 1 from CHtrain, let it random copy from
258 samples to 1331 samples. The structure of model is the same parameter. We name this
model is M., and it accuracy score as Figure 5.8. M., have a good perfermance at class 0 that
accuracy score 1s 98.9%. But still have bad performance at class 1 like section 5.2.1, compare
the accuracy score at class 1 of M, is less than 7%. The reason is model that overfitting on class

1, then cause the model learn class 1 not well.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M., 99.8% 84.5% 58.2% 98.9%

Figure 5.8: Average accuracy of M.,

28

DOI:10.6814/NCCU202001728



5.3.2 Random-undersampling(RUS)

We also use the undersampling method on CHtrain data set. We will delete the sample of
class 0 by randomly that until to 258 samples. We call this model is M., and the performance
shown as Figure 5.9. It performed better than the original model ). in every task. The model

M., achieve to accuracy score at 86.1% in CHtest that an increase of 1.3%.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
My 93.7% 86.1% 68.1% 95.8%

Figure 5.9: Average accuracy of M.,

5.4 Combined training dataset

In this section, we combined our training data set which mean we combine the Entrain and
CHtrain. In our experiment, we attempt to adjust the ratio of two language samples of training
set. We set the learning rate difference to above that is n = 3.5e — 5 and other parameters are
the same. We fine tune four kind of model to predict the Chtest and observe the performance
of models. The first model, we do not make any changes to directly merge the Entrain and
Chtrain and called this model M,,,;,. The accuracy score shown as Figure 5.10 and it have good

performance on CHtrain is 99.7%.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, i 99.7% 83.6% 53.9% 99.6%

Figure 5.10: Average accuracy of M,,;,

5.4.1 Random-oversampling(ROS)

At the beginning in this chapter, we mentioned the number of data of Chtrain and Entrain
are difference, in particular the number of class 1 of Entrain still exceed largest class of CHtrain.
Hence we adjust the class 0 and class 1 of ENtrain to 1300 it same as number of CHtrain class
0. Also we random choose class 1 of CHrain to increase the data to same as number of CHtrain

class 0. We name this model M., and show it performance at Figure 5.11, then compare to
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model M., have significant improvement in performance in all aspects. The accuracy score of

CHtest have 87.1%.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
Mmro 96.2% 87.1% 66.7% 98.1%

Figure 5.11: Average accuracy of M,

5.4.2 Random-undersampling(RUS)

We remove the numbers of class 0 and class 1 of ENtrain to same as class 1 of Chtrain and
so do class 0 of CHtrain that mean all numbers of class are 250 then use it to fine tune model.

This model is name M,,,,., and shown it performance at Figure 5.12.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
M 92.5% 84.1% 63.1% 95.4%

Figure 5.12: Average accuracy of M.,

5.4.3 Adjust ratio of sample

We find if we adjust the class 1 and class 0 of Entrain to same as ratio of class of Chtrain
which mean the ratio of class 1 and class 0 is 5 : 1 then we get best performance shown as Figure
5.13. We use the same parameter and name this model M,,s,. We can observe M,,;, compare
the above model that have the best performance on CHtest and the accuracy score is 88.3%. It

also have the good performance at the class 0 and the accuracy score is 71.6%.

CHtrain(avg) | CHtest(avg) 1(True) O(False)
Mnsp 95.3% 88.3% 71.6% 97.8%

Figure 5.13: Average accuracy of M,

30

DOI:10.6814/NCCU202001728



Chapter 6

Conclusion

In this paper, we want to research the feasibility that use the language different from target

language which to predict the target language. Because English is high resource language in

many fields that is easier to find data than other languages. Therefore, we use the English

training dataset to predict the Chinese testing set. This problem is in cross-lingual field, so

we use the cross-lingual model (XLM-RoBerta base version), and collect data from the Jigsaw

Multilingual Toxic Comment Classification on Kaggle and Hate board in social media PTT. As

the following Figure 6.1 is all model compare list. Then we can observe the model just only

use the English training dataset to fine-tuning model that have good performance, especially on

class 1.
model CHtrain(avg) | CHtest(avg) 1(True) O(False)
M, 89.7% 79.1% 44.7% 97.7%
M 90.4% 77.4% 37.6% 98.9%
My, 84.1% 83.4% 75.9% 88.5%
M, 92.7% 84.8% 65.2% 95.4%
Mgy 99.8% 84.6% 58.2% 98.9%
My 93.7% 86.1% 68.1% 95.8%
Mpix 99.7% 83.6% 53.9% 99.6%
Mo 96.2% 87.1% 66.7% 98.1%
|7 — 92.5% 84.1% 63.1% 95.4%
Mpsp 95.3% 88.3% 71.6% 97.8%

Figure 6.1: Average accuracy of all model

Since the English training set is more larger then Chinese training set such that we can only
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use English training set to get the best performence on class 1. And we get the good performance
when we combine the English and Chinese training data set be as new training set. On the other
hands, when our target language has a low resource in any field, we can obtain data from other
languages that have high resource in this fields, then combine two languages data or only use
high resource language data to fine-tune the model. At the follow, there have serval directions
we can discuss in this problem at the future:

1. The ratio of the combined training set can have a perfect ratio to increase the accuracy.

2. The structure of cross-lingual model can be adjust it pre-training method to improve score of
task.

3. Try to use other methods that can solve unbalanced data that is language.
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