
978-1-6654-0170-8/21/$31.00 ©2021 IEEE. 

The Effect of Communication Approaches on 
Intimacy in Human-Humanoid Robot Interaction 

 
Bu-Fang Chang  

Dept. of Management Information 
System  

National ChengChi University 
Taipei, Taiwan 

vivian97730@gmail.com 

Shih-Yi Chien 
Dept. of Management Information 

System 
National ChengChi University 

Taipei, Taiwan 
sychien@nccu.edu.tw 

Yi-Ling Lin 
Dept. of Management Information 

System 
National ChengChi University  

Taipei, Taiwan 
yl_lin@nccu.edu.tw 

Abstract—Social robots are widely applied in various 
contexts to provide human-like assistance and facilitate service 
experience. Prior research considered a variety of design 
features to explore the influences in human-robot relationships, 
while a robot’s manner of assisting in interaction and its 
consequent effects are rarely discussed. This study aims to 
investigate the relationship between a robot’s communication 
design and a human’s perceived intimacy in the human- 
humanoid robot interaction. Different levels of service 
proactivity (proactive vs. reactive) and types of expressive 
behaviors (neutral vs. intimate) are developed and empirically 
validated through an online survey. The findings indicate that 
the manipulations designed for each experimental condition can 
be recognized by the participants. In addition, the perception of 
intimacy is significantly affected when interacting with different 
robots accompanying different types of behaviors.  

Keywords—human-humanoid robot interaction, proactivity, 
verbal cues, nonverbal behaviors, intimacy 

I. INTRODUCTION  
 Recently, robotic applications have been widely 
implemented to achieve specific purposes in numerous fields 
and focused on facilitating human-robot interaction, which 
then brought about the design of humanoid robots with 
human-like features, such as gestures [1], [2] and eye gaze [3] 
to simulate the human-human interaction. Research shows 
that perceived anthropomorphism leads to a positive 
interaction experience [4], as well as positively impacts trust 
and compliance with a robot [5]. Such humanoid robots are 
responsible to assist with social interaction and have been 
trialed in diverse service contexts, such as a companion in 
elderly care [6], an assistant in a public space [7], [8], or a 
guide with advertisement purpose in a shopping mall [9], [10]. 
These studies indicate that a humanoid robot has substantial 
advantages in commercial contexts.  

 To develop an appropriate human-robot interactive 
scheme, it is important to understand the elements that affect 
a user’s willingness to interact with a human-robot application 
as well as the factors that contribute to successful human-
humanoid robot interaction. Researchers not only focus on 
objective performance indicators but also evaluate the 
importance of subjective perception [11]. In commercial 
contexts, for example, interpersonal relationships between a 
salesperson and a customer are observed to be relevant to sales 
performance [12]. Research suggests a humanoid robot can 
serve as a salesperson to deliver the service with the function 
of persuading customers to purchase recommended products 
[13]. There has been evidence that a robot’s behaviors have an 
impact on human perception and consequent outcomes; 
however, how to appropriately leverage a robot to enhance the  

customer experience in the shopping process and benefit from 
it remains unclear. It is therefore critical to further explore the 
influence of affective factors (e.g., intimacy) on human-
humanoid robot interaction.  

The present research investigates the effect of a robot’s 
communication strategies in different levels of service 
proactivity (proactive vs. reactive) and types of expressive 
behaviors (neutral vs. intimate) on human-humanoid robot 
interaction. Various human-robot interactive modes are 
developed and investigated via video sessions in an online 
survey. 

II. LITERATURE REVIEW 

A. Communication design in human-robot interaction 
Prior research has concentrated on how advice accepted 

from a humanoid robot would be affected through a variety 
of manipulations. For example, research carried out by 
Chidambaram et al. [14] explored the extent to how 
nonverbal cues of a robot influence human compliance. The 
result showed that participants were more likely persuaded 
and tended to accept the suggestions from the robot with 
bodily cues and vocal cues. Besides leveraging physical 
features of the humanoid robot to convince users, studies also 
used strategies in human-human interaction to achieve the 
purpose of persuasion [15], [16], and interaction scheme is 
also an essential factor broadly investigated how it affected 
the interaction between humans and robots in the studies [17]. 

As considerable design strategies have been used on social 
robots to achieve intended purposes, conversation content 
from the robot led to different levels of user perception and 
task engagement [18], and conveyed intimacy through 
specific verbal communication such as self-disclosure [9], 
[19]. Since nonverbal behavioral attributes have also been 
shown to be effective in communication and subsequently 
engender user behavior changes [14], research manipulating 
conversation content and bodily behaviors simultaneously 
explored how users perceived the virtual counselor with 
different verbal and nonverbal behavioral cues with various 
interaction modalities [20]. The results indicated the intimate 
behaviors with verbal and nonverbal cues received higher 
ratings on perceived intimacy. In addition to what the robot 
presents, when to convey support in a decision-making 
context and how the timing impacts user perception are 
examined as well [21], [22]. For example, Peng et al. [21] 
compared the effect of proactive manners provided by a robot 
assistant on customers’ shopping experience. The results 
showed that the robot under the high-proactivity condition 
was deemed inappropriate due to the robot intruding into users’ 
decision spaces, whereas the medium-proactive robot was 
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more favorable since the robot verified users’ needs before 
taking any actions.  

B. Intimacy 
Building rapport with customers is an essential ability to 

enhance trust in buyer-seller relationships [23]. Intimacy 
viewed as an indicator of closeness in interpersonal relations 
has been referred to as a key evaluative perception for the 
relationship with a service supplier [24]. According to Bringle 
and Prager [25], the concept of intimacy is composed of the 
perception of positive feelings, understanding, and behaviors 
including shared experiences, emotional contents, and 
physical expression during social interaction. Establishing a 
friendly relationship with a social robot would increase user 
intention to continue interacting with it [26]; moreover, 
similar results were found in the field study conducted in the 
shopping mall that the development of relationships with the 
robot positively affected people shopping behaviors as well as 
visiting frequency [9]. Accordingly, perceived intimacy is 
summarized in the present study as the feeling that others are 
cordial and caring when interacting with service providers. As 
the humanoid robots are expected to be designed as social 
interactants in our study, it is, therefore, necessary to examine 
their social abilities by investigating how communication 
behaviors would affect customers’ perception of intimacy.  

III. RESEARCH METHOD 
While prior research investigated the effects of 

communicative behaviors from varying aspects separately, 
our study combines different levels of proactivity and 
different styles of expressive behaviors to examine the 
influences. We explored how communication design features 
impacted the interaction experience and users’ perception of a 
robot. The online video surveys were conducted to empirically 
validate the manipulations of each experimental condition and 
examine the effects of different interaction approaches. Two 
levels of service proactivity (proactive vs. reactive) and two 
types of expressive behaviors (neutral vs. intimate) were used 
in a humanoid robot for a shopping context. Proactive 
behaviors can be defined as a robot initiates an anticipatory 
action in advance (i.e., proactive) or reacting after receiving a 
user request (i.e., reactive) [27]. The task-related information 
was provided in the neutral condition, whereas the emotion-
related content was supported in the intimate condition.  

A. Experimental designs 
Four experimental conditions were designed primarily by 

manipulating different types of proactive and expressive 
behaviors in the human-humanoid robot interaction.  

1) Proactivity 

Prior results indicated that the most proactive manner of 
a robotic assistant was deemed as less appropriate because it 
intruded into participants’ decision space, while feelings of 
control were more preferred [21]. Similar outcomes were 
discovered that intervention behaviors of the robot were 
considered as too obtrusive and less trusted in the decision-
making support process [22]. Accordingly, we followed the 
principles to design robot’s proactive behaviors: 

� Reactive: A robot only responds upon the explicit 
request from a user and provides a complete set of 
choices for the user to decide practically by herself. 

� Proactive: A robot actively instructs its 
functionalities and provides supports. Moreover, 

the robot also helps narrow down and recommend 
the selections. 

2) Expressive behaviors 

The robot provided only task-related information in the 
neutral condition; whereas three intimacy-related factors 
were considered in the intimate condition, including honesty 
and genuineness, positivity, and mutual comprehension [20]. 
The developed robotic agent utilized active voice (such as “I”) 
and supported shared opinions, subjective advice, and 
comprehensive information to a participant to strengthen the 
human-robot intimate relationship. For example, when a user 
selected a particular sport category, the robot would respond 
“I also like playing basketball! It is a healthy sport.” Or, when 
a participant chose a shoe product, the robot would 
recommend“I think they are suitable for hiking, you will not 
regret buying them” in the intimate condition.  

For the nonverbal cues, gazes and gestures were adopted 
in our study. The use of eye contact allowed the robot to be 
perceived as engaging in social interaction and responding to 
humans [28]. Additionally, the gazing frequency 
significantly affected task performance [3], increased 
attention allocations, and strengthen group cohesion [29]. 
Therefore, in our experiment, the shopping robot in the 
neutral condition was designed with static gaze, which made 
eye contact only once during greeting to a participant and 
looked straight ahead in the rest of the interaction. In the 
intimate condition, the robot shifted its gaze either to the 
participant or toward the display screen when recommending 
a product. Gestures have been commonly used in human-
humanoid robot interaction research. The design factors 
involve the size, speed, and frequency of gestures [30]. In the 
neutral condition, the robot used gestures only to attract 
participants’ attention to read or perceive necessary 
information. The robot expressed more frequent gestures and 
different kinds of gestures along with verbal cues in the 
intimate condition. The video screenshots and script samples 
designed for each condition are shown in Table 1. 

TABLE I.  VIDEO SCREENSHOTS AND SCRIPT SAMPLES 

Condition Neutral Intimate 

Screenshot 

  

Script 

Only these sizes are in 
stock currently. Do you 
want to take a look at other 
pairs of shoes in the store? 

You have a good taste in 
choosing shoes! But I'm 
sorry that only these sizes 
are in stock currently. 
Would you like to take a 
look at other pairs of shoes 
in the store? 

B. Participants 
 The within-subjects design was used in the study, where a 
participant was presented with all experimental conditions 
through multiple videos and corresponding surveys. In this 
study, a total of 58 participants were recruited (36 male and 
22 female). Most participants (89.7%) were aged ranging from 
21 to 25 years old. While the average score of the item 
measuring familiarity with using computers and technology 
was 4.36 (ranging from 1 for “very unfamiliar” to 5 for “very 
familiar”), the average score reports the familiarity with using 
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robots was 2.58, and more than half of the participants (63.8%) 
have never used humanoid robots. 

C. Questionnaire and experiment procedure 
A variety of questionnaires were used to measure 

attitudinal and behavioral differences. The survey not only 
ensured whether each condition meets the design and can be 
recognized by participants but also examined the perception 
of intimacy. The questionnaire was adapted from the relational 
communication scale [31] for manipulation check of the task- 
and social-orientation and the virtual intimacy scale [20] for 
evaluating intimacy. Additionally, several items measuring 
proactivity were constructed according to the designed 
proactive behaviors and using “more proactive” in the 
description. Items were modified to be better suitable for the 
present study and were translated to Chinese. 

 Unlike prior studies that usually adopted the Likert scale 
for subjects to score the perception, the questionnaire in this 
study replaced the narratives with choice questions (Which 
robot was more proactive in introducing products to 
customers?). The questionnaire was conducted in a 
comparative way and could be divided into three parts, 
including 1) reactive + neutral (Robot A) vs. reactive + 
intimate (Robot B) and 2) proactive + neutral (Robot C) vs. 
proactive + intimate (Robot D) for distinguishing 
communicative style, and 3) proactive + intimate (Robot E) vs. 
reactive + intimate (Robot F) for differentiating the level of 
proactivity. Before getting into the formal session, participants 
had to watch two clips of videos to try to compare the 
difference. The robot with different behaviors according to the 
experimental condition performed a series of shopping 
processes, such as greeting customers, introducing the shoes 
in detail, providing assistance, recommending another pair of 
shoes, and promoting additional products before checking out.  

IV. RESULTS 
To enable the statistical analysis, data conversion 

calculating the scores obtained under each condition was 
made by following rules. Since the participants were asked to 
choose from three options (Robot A/C/E, Robot B/D/F, and 
No difference), 1 point for an item if a participant chose the 
target robot; otherwise, the item would get 0 points if choosing 
the other options. For example, if the participant chose the 
option “Robot B” or “No difference”, the item would be 
recorded as 0 points when calculating the score for the 
condition of “reactive + neutral” (Robot A). In this way, 
scores of items could be derived from the participants’ choices 
under each part of the online survey. Item scores for each 
construct were then averaged to create composite scores for 
each dimension as well. 

Paired sample t-tests were adopted since the responses 
were collected from the matched sample designed 
questionnaire. First of all, manipulation checks were 
conducted for types of proactive and expressive behaviors. 
Outcomes confirmed that the robot designed with the 
proactive manner (M = .38, SD = .44) was evaluated 
significantly more actively than the one with the reactive 
manner (M = .18, SD = .32; p < .05). As for the robot’s 
expressive behaviors, the robot with the reactive manner was 
significantly perceived more task-oriented in the neutral 
condition (M = .55, SD = .32) than in the intimate condition 
(M = .26, SD = .28; p < .001), while the perception of social-
oriented was rated significantly higher in the intimate 
condition (M = .89, SD = .28) than in the neutral condition (M 

= .07, SD = .22; p < .001). Similar results were found when 
the robot was proactive, average task-oriented score was 
significantly higher in the neutral condition (M = .46, SD = .34) 
than in the intimate condition (M = .25, SD = .31; p < .01), 
and the intimate robot (M = .89, SD = .27) was chose to be 
significantly more social-oriented than the neutral one (M 
= .05, SD = .21; p < .001). In summary, the manipulations of 
proactivity and style of expressive behaviors are effective and 
can be recognized by the participants. 

Although the responses were converted to corresponding 
scores, they were still the results of pairwise comparison. 
Through paired sample t-tests, we examined whether there 
were significant effects of interaction approaches on user 
perception of intimacy. No matter with a reactive or proactive 
manner, the average scores of perceived intimacy were 
significantly higher (p < .001) when the robot was employed 
intimate expressive behaviors as compared to the neutral 
condition (MRN = .05, SDRN = .18 vs. MRI = .70, SDRI = .29; 
MPN = .07, SDPN = .18 vs. MPI = .72, SDPI = .30). Moreover, 
no significant difference in perceived intimacy was found 
between the reactive (MRI = .18, SDRI = .31) and proactive 
condition (MPI = .30, SDPI = .35; p = .10) when the robot 
interacted with the operator accompanying intimate behaviors 
from the third part of the questionnaire. The explanation can 
be found in the feedback from the participants. For instance, 
“Robot B expresses its emotions and opinions (I think…)” and 
“Robot B has more gestures, and what it says is more 
anthropomorphic. I feel it is more approachable.” 
Consequently, it can be specified that the social-oriented 
interaction style, manipulated in the intimate condition of 
expressive behaviors, causes main effects on the perception of 
intimacy. 

V. CONCLUSION 
This study aims to explore how communication 

approaches involving dialogical contents and proactive 
manner would affect the interaction experience when the robot 
providing assistance. The present study examines whether the 
experimental manipulations satisfy our expectations and how 
the perception of intimacy would be elicited.  

According to the results, the interpersonal perception may 
engender when the robot interacts with a user with more 
frequent gestures and the wording of self-disclosure (e.g. 
giving subjective opinions). It can be supported by the 
feedback of the open question concerning how to make the 
judgment and choose the corresponding robot, such as “The 
way Robot D displays makes me feel as if it wants to build 
friendships with me, while Robot C gives instructions in a 
more standard way to complete the task.” The feedback 
interprets possible reason that the effect mainly comes from 
expressive behaviors as well. Most participants reported that 
they are more focused on what the robot behaved and its 
verbal contents when introducing products since they are only 
asked to watch videos of interaction processes between a robot 
and a customer without any operations. 

Our follow-up study will further explore the consequent 
effects via observing participants’ actual behaviors with 
technology. The future work attempts to provide perspectives 
of user perceptions upon the applicability of a service robot 
in the commerce domain; to be more specific, utilizing a 
physical humanoid robot in a retailing store as a salesperson 
in charge of notifying customers of sales information and 
providing purchasing advice. The results are expected to 
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clarify the important role of communication patterns in 
human-humanoid robot interaction.  
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