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Waymo’s Level 4 autonomous vehicles 
are not equipped with radar, while 
Tesla’s Level 4 autonomous vehicles 
are equipped with radar. Moreover, it 
is worth noting that both autonomous 
vehicles will also have different types of 
CPU, GPU, and SoCs (system-on-a-chip) 
as their different computing solutions. 
However, it remains challenging to gain 
a clear picture of autonomous vehicles’ 
“smartness” by simply comparing their 
equipment specifications. After all, the 
quantity or specification of these items 
are not equivalent to any meaningful 
rankings. According to the Society of 
Automotive Engineers (SAE),c autono-
mous vehicles at Level 5—the high-
est—should be capable of handling all 

c See https://bit.ly/3oZFbaC

I
F YOUR VEHICLE were self-driving 
on the road, will it crash into a 
truck towing a trailer as Tesla 
did in March 2019?a Despite 
the fatal accidents involving au-

tonomous vehicles, such vehicles rep-
resent an unstoppable trend that will 
reshape the world. In this Viewpoint, 
we highlight why current autonomous 
vehicles would not be preferred by 
their users. Furthermore, we present 
a concise framework for profiling the 
characteristics of various autonomous 
vehicles based on intelligence quo-
tient (IQ), ethical quotient (EQ), and 
adversity quotient (AQ).

As presented in Figure 1, there are 
already major players focused on the 
automated driving market. In the next 
several years, millions of self-driving 
cars are going to hit the road, prompt-
ing tremendous business opportunities 
for what is referred to as “Mobility-as-a-
Service” (MaaS).b However, public con-
cerns regarding autonomous vehicles’ 
“smartness” are escalating. For exam-
ple, although some major players, such 
as BMW and Ford, have announced an 
upcoming rollout of their best models, 
does this mean that their autonomous 
vehicles have fixed all of their “smart-
ness” problems? In other words, will 
autonomous vehicles be able to under-
stand and deal with any object on the 
road and adapt to most environmental 
constraints when they are available for 

a BBC (2019); https://bbc.in/3GN7Sh9
b Intel (2017); https://intel.ly/3pWDcDk

purchase? Will the vehicles be capable 
of “sacrificing themselves” for the great-
er good? As such, the level of autono-
mous vehicles’ smartness remains a big 
question that has yet to be fully realized, 
especially considering the fact that al-
most each autonomous vehicle model 
has very different characteristics.

Simply speaking, autonomous ve-
hicles are cars that employ sensor, 
computer, machine learning, or artifi-
cial intelligence (AI)-based systems to 
support automated driving decisions in 
regards to steering, changes in speeds, 
and monitoring the environment.2 It 
is thus no surprise that almost all of 
the main players in automated driv-
ing are working hard to showcase their 
best equipment specifications (see the 
accompanying table). For example, 
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abling a safe driving experience. For ex-
ample, the finding of Tesla’s fatal crash 
in May 2016 indicates that, although the 
car detected a laterally crossing white 
truck in its path, it identified the truck 
as bright sky. Moreover, despite the fact 
that some autonomous vehicles can de-
tect and identify road signs, pedestrians, 
and even bicycle riders’ hand gestures,d 
they can barely “understand” the risk of 
bumping into a nearby kangaroo. This 
is because when a kangaroo hops in the 
air, it may be perceived as farther away 

d ABC (2017); https://ab.co/328ZCsC

roadway and environmental conditions 
managed by human drivers regardless 
of geographic location, roadway type, 
weather, speed, day and night condi-
tions, and so forth. This means that 
autonomous vehicles’ smartness relies 
upon their driving decisions as com-
pared to human decisions.

We thus suggest that one smarter 
way to ascertain autonomous vehicles’ 
smartness is to assess IQ, EQ, and AQ. 
In our definition, the smartness refers to 
the capability of an autonomous vehicle 
for satisfying its users’ technical, social 
and environmental expectations in driv-

ing. First, an autonomous vehicle’s IQ 
reflects the dimension for assessing 
how it could “see and understand” as 
much as possible in making driving de-
cisions. An autonomous vehicle’s IQ in-
volves multiple subdimensions, such as 
detection, identification, risk analysis, 
and reaction and execution that togeth-
er form a set of process-oriented indices 
for consideration. Inarguably, the IQ is 
directly associated with the type or quan-
tity of sensor, processor, and so forth, 
however, the key point is the integration 
of such IT components for generating 
a useful perception of reality and en-

Figure 1. Major autonomous vehicle players (as of Jan. 11, 2021).*

Autonomous
Vehicle System

Developers

Systems on Sedan/SUV

Vehicle
Manufacturers

Autonomous
Vehicle Users

� Waymo
� BMW
� Uber
� Aurora
� Tesla
� Cruise (GM)
� Zenuity (Volvo)
� Argo AI (Ford)
� Daimler

� Audi
� Nissan
� Toyota
� nuTonomy
� Apple + Drive.ai
� Pony.ai
� Voyage
� Zoox

Systems on Trucks
� Daimler
� Einride
� Tesla
� Embark
� Peloton

� Waymo
� Volvo
� Nikola Motor
� TuSimple
� Plus.ai

Systems and Vehicle on Delivery Devices

� Starship
� Oxbotica
� Nur

� Udelv
� AutoX
� Robomart

� Ford
� GM
� Beep

Systems on Buses/Shuttles

� Easymile
� Navya
� 2getthe
� ZMP

� Optimus Ride
� Designated Driver
� Cruise (GM)

Manufactures For Transport Services

� Easymile
� Navya
� 2getthe
� Local Motors

� Optimus Ride
� Designated Driver
� GM + Honda

Transport Services (Bus/Shuttle)

� DeNA
� Keolis
� University campuses

Car Owners

Manufactured For Private-Use Cars

� Audi
� Tesla
� GM
� Nissan

� BMW
� Daimler
� Volvo
� Ford

� Toyota
� PSA
� Jaguar

Manufactured For Commercial Services
� Chrysler
� GM
� Volvo
� PSA

� Toyota
� Hyundai
� Ford

Commercial Services (Rental/Taxi)

� Waymo
� Uber
� Lyft
� nuTonomy

� Avis
� Via
� Retirement
 communities

Manufactured For Industry Services

� Freightliner
� FCA
� Einride

� Volvo
� Navistar
� Nikola Motor

Industry Services (Logistics/Truck/Mining)

� DHL
� DB Schenker
� Amazon

� Google
� UPS

Delivery Services

� Food delivery and takeout (JustEat, 
 Pronto, DoorDash, Fry’s Food Store)
� Package courier (Hermes, Postmates)
� Retailer (Metro Group, Ocado, 
 Walmart, Draeger’s Market, Kroger, 
 Lincoln MKZ, Stop&Shop)
� Clinic, Food banks, NPO

* See https://bit.ly/31VfT4Z
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never break any traffic rules for saving 
lives. Last but not the least, as autono-
mous vehicles’ social responsibility is 
an emerging issue, smarter autono-
mous vehicles should be capable of 
dealing with such responsibility.

Generally, when any new mechanical 
and technological device is developed, 
ethical concerns always exist about its 
impact on social-ecological sustain-
ability, and people have different con-
cerns and interpretations about such 
an impact. For example, it is very com-
mon that, because of different concerns 
regarding fuel consumption or ecologi-
cal protection, some human drivers in 
identical conditions would make differ-
ent driving decisions even when it may 
not be necessary, such as maintaining 
a lower or higher driving speed or park-
ing closer or further from a destina-
tion. According to an important study,h 
several critical issues for autonomous 
vehicles in the sustainable mobility 
ecosystem center around the trade-offs 
between driving efficiency and ecologi-

h University of Michigan (2018); https://bit.
ly/3dWvD9Y

by some autonomous vehicles. In con-
sidering another Tesla’s fatal accident 
in March 2018,e it was widely reported 
that no action was taken to stop the car 
before it crashed into a traffic barrier. 
More recently, in 2020,f the U.S. National 
Transportation Safety Board (NTSB) 
published its final report regarding Tes-
la’s fatal crash in March 2019. According 
to NTSB, “Contributing to the crash was 
the operational design of Tesla’s partial 
automation system, which permitted 
disengagement by the driver … ” These 
examples signify the importance of as-
sessing an autonomous vehicle’s capa-
bility of detecting/identifying danger, 
analyzing risk, and mitigating it.

Second, an autonomous vehicle’s 
EQ represents a dimension for access-
ing how an autonomous vehicle could 
“value what matters,” as compared to 
a human driver with respect to mak-
ing ethical decisions. These decisions 
may involve pedestrians’ or other ve-
hicle occupants’ lives and deaths. The 
main difference between IQ and EQ is 
that, unlike EQ, IQ does not deal with 
ethical issues. For example, the trolley 
problem is a driving situation that any 
autonomous vehicle would face. There 
are two equally feasible solutions to 
this problem: sacrificing a passenger 
for saving pedestrians or sacrificing 
pedestrians for saving a passenger. 
Essentially, choosing either solution 
one or two requires an ethical decision 
and, therefore, falls within the domain 
of EQ. By contrast, although IQ may de-
termine the optimality of road object 
detection, identification, risk analysis, 
and the related technical issues, its 
scope does not involve considering the 
importance of pedestrians’ lives.

The EQ may be associated with sev-
eral subdimensions, such as the utili-
tarianism principle, the legitimacy 
principle, and the social responsibility 
principle, which together form a se-
ries of descriptive indices for consid-
eration. Fundamentally, when facing 
emergency situations, human drivers 
depend on individual value systems 
(for example, economic utility func-
tions) to establish a priority in decid-
ing what can be sacrificed. In other 
words, a smarter autonomous vehicle 
should have priorities for guidance in 

e Tesla (2018); https://nyti.ms/31WuCwz
f Zdnet (2020); https://zd.net/3GM2ydW

making emergency driving decisions, 
especially decisions involving the dis-
tribution of harm.1 Mercedes-Benz 
once announced that the company’s 
future Level 4 and above autonomous 
vehicles would always prioritize their 
own passengers regardless of any road 
situation. This means if there are op-
tions involving degrees of distribut-
able harm, Mercedes-Benz autono-
mous vehicles will always choose to 
sacrifice pedestrians or any people 
outside the vehicle, while Audi and 
Volvo have both stated that their au-
tonomous vehicles will not follow 
these same ethical algorithms in dis-
tributing harm.g Moreover, such ex-
amples also highlight the importance 
of considering the legitimacy principle 
in accessing an autonomous vehicle’s 
EQ. Obviously, any autonomous vehi-
cle decision making in an emergency 
situation may inevitably come at the 
cost of violating legal driving rules. On 
the other hand, if some autonomous 
vehicles are designed to always uphold 
legitimacy, it means such vehicles will 

g Mercedes-Benz (2016); https://bit.ly/33u22Tn

Autonomous vehicles’ systems specifications (announced by major companies    
as of Jan. 10, 2021). 

System 
Developers

Vehicle 
Models

Automated  
Driving 
Levels

Sensor System Specifications 
Target 

Time On 
the RoadCamera

Ultrasonic 
Sensor Radar Lidar

Audi Audi A8 
sedan

Level 3 4+1 12 4+1 1 TBA

Autonomous 
Intelligent Driving

TBA Level 4 * 2021

Tesla Tesla 
Model 3,  

S, X, Y

Level 2 8 12 1 n/a Launched

Autopilot, Full 
Self-Driving

Level 4 TBA

GM Cadillac 
CT6, CT5

Level 2 1+1 10 1+2+3 n/a Launched
Cruise 

Nissan Altima, 
Rogue

Level 3 7 12 5 n/a Launched

ProPilot 2.0 Nissan 
Leaf

Level 5 7 n/a 1 8 TBA

Volvo 
XC90 SUV Level 3 4+1 12 4+2 1 2022

Zenuity

Ford Mustang 
Mach-E

Level 4 * n/a 5 1 2021
Co-Pilot 360 2.0

BMW iNext 
Level 3 4+1 * * 1 2021

Level 5 * 2024

Mercedes-Benz A-Class ~ 
S-Class

Level 4 * * 4+1 1 2024
Drive Pilot

Waymo

FCA 
Pacifica 

minivans
Level 4 

8 n/a 4+1 2 TBA

Jaguar 
I-Pace 

SUV
29 n/a * 1 TBA

* The exact quantity is not specifically designated
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ple understand these terminologies 
conceptually denote multiple impor-
tant capability dimensions and any of 
them should not be ignored. However, 
we do not intend to relate these termi-
nologies to the issues such as anthro-
pomorphizing artificial intelligence or 
machines learning.

Moreover, the three dimensions of 
IQ, EQ, and AQ in our proposed frame-
work cannot replace each other. The 
smarter autonomous vehicles should 
not concentrate on one while ignoring 
the others. For example, it is very un-
likely that any autonomous vehicle can 
possess greater EQ or AQ without any 
IQ improvement in a practical manner. 
Relatedly, the framework could be eas-
ily applied in any context for profiling 
autonomous vehicles, but we do not 
mean to label any specific brands or 
types of autonomous vehicles as infe-
rior or superior to others.

Finally, what we have presented in 
this Viewpoint is also very valuable to 
considerable stakeholders in the au-
tomated driving market (for example, 
as shown in Figure 1) in terms of con-
trasting the characteristics of their au-
tonomous vehicles and those of their 
competitors. In our opinion, there is 
no way to make the perfect and infal-
lible autonomous vehicle. Autono-
mous driving is far more complicated 
and sophisticated than automatic 
chess playing, and ambiguous zones 
always exist. As such, not only techni-
cal issues (for example, IQ) but also 
social and environmental issues (for 
example, EQ and AQ) are very critical 
to advancing autonomous vehicles.  
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cal impact—for example, energy usage 
and greenhouse gas emissions. This 
suggests smarter autonomous vehicles 
cannot be exempt from social respon-
sibility, which includes the principles 
regarding trading driving efficiency for 
ecological impact and vice versa.

Third, an autonomous vehicle’s AQ 
pertains to a dimension for assessing 
an autonomous vehicle’s environmen-
tal adaptability or an autonomous vehi-
cle’s response to abnormal situations. 
The main difference between IQ and 
AQ is that AQ focuses on driving under 
environmental resources constraints 
or normal situations while IQ does not. 
For example, when external resources 
such as the Internet are all available or 
operating under normal constraints, 
the performance criteria, such as road 
object detection, identification, and 
risk analysis, falls within the domain of 
IQ. However, it is not rare that the Inter-
net and others operate under extreme 
constraints or are even unavailable on 
occasion because they are generally 
uncertain resources, making it difficult 
for any autonomous vehicle to perform 
normally. AQ applies to these situations.

Similar to those sub-dimensions as-
sociated with the IQ and EQ, the sub-di-
mensions of an autonomous vehicle’s 
AQ may include the adaptability to 
abnormal ICT (Information and Com-
munication Technology) infrastructure 
conditions, road conditions, and in-
formation security conditions. These 
aspects together can form a set of dis-
tinctive and complementary indices. 
There is no doubt that smarter auton-
omous vehicles should have the abil-
ity to adjust to different environments 

where the quality of the ICT infrastruc-
ture may be inconsistent. For example, 
when GPS is not available for guiding 
autonomous vehicles in places such as 
tunnels or rural areas, given such situ-
ations, most human drivers can find 
directions and routes. Relatedly, most 
human drivers contingently adjust 
their regular driving patterns by chang-
ing lanes and speed limits to respond 
to unexpected situations on the roads 
such as bad surfaces conditions, ani-
mals, or pedestrians in their paths, or 
vehicles that disobey traffic rules. Thus, 
smarter autonomous vehicles should 
be adaptive to various road conditions 
to reduce the probability of causing any 
accident. Lastly, it is foreseeable that 
information security will be an impor-
tant subdimension to consider in ac-
cessing an autonomous vehicle’s AQ. 
For example, it has been proposed that 
malicious people can easily spoof au-
tonomous vehicles’ sensors by manipu-
lating or transducing the input for GPS 
and Lidar.3 Moreover, whenever an au-
tonomous vehicle is connected to the 
Internet, it is the potential target of cy-
berattacks. In other words, smarter au-
tonomous vehicles should also possess 
the ability to address security threats.

Conclusion
The IQ, EQ, and AQ as a whole (sum-
marized in Figure 2) are a useful frame-
work that covers the technical, social, 
and environmental perspectives for 
defining and clarifying the meaning of 
autonomous vehicle smartness. Using 
the terms of IQ, EQ, and AQ is mainly 
to facilitate communication. Without 
any detailed explanation, many peo-

Figure 2. Smartness quotients of autonomous vehicles.
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