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A B S T R A C T   

Given strong influences of online customer reviews on consumer purchase decisions, identifying helpful reviews 
has received broad attention from practitioners and researchers. The elaboration likelihood model (ELM) has 
been adopted to explain the review feature–helpfulness link. However, when analyzing reviews from websites, 
existing studies tend to ignore that quality indicators such as length and readability are merely cues and have not 
circumvented endogeneity induced by unseen argument quality. Hence, we propose an extended ELM applica
tion to observational data on review helpfulness. We develop a research model that integrates relevant quality 
indicators and sentiment features based on a circumplex model of affect. To test our hypotheses, we use pub
lically available review datasets from three platforms (Amazon.com, Drugs.com, and Yelp.com) and adopt an 
instrument-free method that allows for arbitrary correlations between unseen argument quality and multiple 
endogenous indicators. Our analysis shows that ignoring endogeneity would result in invalid effect size and 
hypothesis-testing. In addition to identifying effects of endogenous quality indicators on review helpfulness, we 
find asymmetric effects of positive and negative valence contingent on low or high arousal. By articulating 
conceptual pitfalls and illustrating empirical remedies, our study aims to be a prototypical example of performing 
ELM-grounded analyses of online customer reviews.   

1. Introduction 

User-generated customer reviews are increasingly influential on 
consumers' purchase decisions [46]. However, in the presence of a large 
number of reviews, quickly extracting useful information is a non- 
trivial task. Hence, identifying features of online reviews that affect 
the perceived usefulness by consumers has received wide attention 
from both the industry and academia. On the industrial front, platforms 
such as Amazon.com and Yelp.com engage in distributing useful re
views to customers for a wide variety of products/services. They allow 
users to rate whether a review is useful or not. Top-listed positive and 
negative reviews for each item are based on the helpful votes received 
by those reviews. Online reviews have been shown to affect sales per
formance and consumer choice of service providers [13]. Besides 
affecting consumer decisions, online reviews help firms to glean 
customer needs for new product development [64]. The value of helpful 

reviews is recognized in different industry sectors such as retailing, 
tourism, and dining. 

To echo the prevalence of online reviews, numerous studies collect 
website data and perform exploratory analyses of the link between 
various review features and votes of helpfulness. We find that most of the 
review features studied such as length, readability, and reviewer credi
bility, are quality indicators of reviews. Besides, sentiment-related vari
ables represent a popular category of review features, such as widely- 
studied positive and negative valence of review content. Such empir
ical investigations into the effects of quality indicators and sentiment, 
however, usually lack theoretical perspectives for categorizing review 
features and rationalizing their effects. Thus, some studies adopt elabo
ration likelihood model (ELM) to construct a dichotomous classification 
for review features (e.g., [1,34,54]). 

According to ELM [57], when people receive messages that are 
intended to be persuasive, they use two routes to process messages. The 
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central route is analogous to rational thinking2 by which people pay 
attention to content of the message and evaluate quality of the arguments, 
i.e., plausibility of persuasive argumentation [4]. In contrast, the pe
ripheral route is analogous to intuitive judgment by which people use 
heuristic rules to process information cues from the message. That is, the 
strength of persuasive arguments and information cues of a review 
determine one's attitude toward a message, i.e., perceived helpfulness 
[7]. Review features such as length and readability related to argument 
quality are processed by central route for rational thinking. In contrast, 
review features not related to argument quality such as review sentiment 
are heuristic rules processed by the peripheral route for intuitive judge
ments. Fig. 1(a) illustrates the prevalent ELM application in existing 
studies using observational data, in which quality indicators serve as 
proxies to argument quality and take effects through the central route. 
Also, it is commonly accepted that features related to sentiment affect 
review helpfulness via the peripheral route. 

Despite that ELM is a conceptually appropriate theory for review 
helpfulness, we observe two common pitfalls of applying ELM. First, 
according to the ELM theory, both quality indicators and sentiment 
factors are heuristic cues processed by the peripheral route for intuitive 
judgements. Other than heuristic cues, Petty and Cacioppo [57] further 
state that quality indicators, such as the number of arguments in a mes
sage, can enhance issue-relevant thinking when a person is highly 
involved in an issue. That is, quality indicators could take effects 
through the central route in high-involvement cases, but also serve as 
intuition-provoking cues for the peripheral route. Hence, classifying 
quality indicators exclusively as central cues in Fig. 1(a) is not theo
retically appropriate. Second, the central route is analogous to rational 
thinking and hence is mainly driven by argument quality (i.e., the 
plausibility of persuasive messages that affects the audience's subjective 
perception), rather than review features related to quality. While high 
argument quality stands for messages being perceived as strong and 
cogent [55] and thus contributes to review helpfulness, argument 
quality is typically unobserved for archival data studies. Despite their 
correlations with argument quality, quality indicators such as length are 
heuristic cues and not equivalent to argument quality. An analogy is that 
an intelligence quotient is an indicator related to but non-identical to 
unseen individual capability. As a result, unobserved argument quality 
would cause the omitted-variable bias (endogeneity) that invalidates 
regression estimates on the effects of review feature. 

In response to the two outstanding issues, we propose a corrected 
ELM application for review helpfulness in Fig. 1(b), where we correct 
the misperception that quality indicators merely drive the central route, 
and posit that researchers should explicitly address unobserved argu
ment quality. We try to answer the first research question: how do review 
features take effects on review helpfulness with the consideration of unob
served argument quality? Based on the conceptualization in Fig. 1(b), we 
carefully review the literature and develop an integrated model on the 
review feature–helpfulness link. Moreover, for emotion-oriented senti
ment, we employ the circumplex model [58] to go beyond positive and 
negative emotions in the peripheral route. The overarching theoretical 
perspective – a circumplex of valence and arousal – leads us to the 
second research question: how do different combinations of emotional po
larities and activation levels take effects on review helpfulness? 

After articulating the theoretical model and deriving research hy
potheses, we empirically test the model using datasets from three 
different e-commerce platforms – Amazon.com [65], Drugs.com [76], 
and Yelp.com [77]. The use of publically available data from multiple 
sites enhances reproducibility of our work and helps triangulate the ef
fects of review features. Moreover, our empirical analysis explicitly 
tackles the omitted-variable bias/endogeneity [68] incurred by argument 

quality. This is fairly challenging because multiple quality indicators are 
subject to endogeneity. Instrumental variable (IV) is a common remedy, 
but the adequacy/validity of an IV is often debated [11]. We illustrate 
that an instrument-free approach [52] is a promising technique for re
searchers to tackle the bias in online review studies. Indeed, addressing 
endogeneity alters the estimated effects of quality indicators. Also, we 
find that well-known effects of negative valence are contingent on the 
under-studied arousal. Taken together, we contribute to the literature by 
elucidating ELM for review helpfulness on the conceptual front and 
endogeneizing unobserved argument quality on the empirical front. 

2. Literature review 

Research in online customer reviews started with the online word of 
mouth (eWOM). As online reviews are the most influential representa
tions of eWOM [8,35], studies on eWOM examined the relationship 
between product reviews and sales. For example, the effect of negative 
review ratings on sales is found to be more influential than positive 
ratings (e.g., [12]). Alternatively, the volume of reviews (e.g., [33]) and 
the disclosure of reviewer identify (e.g., [20]) are found to have a pos
itive relationship with product sales. Liang et al. [37] categorized review 
comments on mobile apps into products and services, both of which 
were found to have significant effects on app sales ranking. 

An implicit assumption underlying these studies is that product re
views can help consumers to infer product quality and reduce un
certainties in purchase decision-making processess [24]. A consensus in 
the literature is that the number of helpful reviews tends to have a sig
nificant positive association with customers' buying decisions [18] and 
firms' sales performance [33]. Following the premise, follow-up research 
explored the issue of what makes online reviews helpful? That is, un
derstanding antecedents of review helpfulness. The first two antecedents – 
length and rating – are descriptive, where the former is perceived to be a 
quality indicator and the latter is perceived to be an emotion indicator. 
For example, Hong et al. [24] suggest that length (number of words) is 
reflective of review depth. Rating, on the other hand, is associated with 
review extremity [66]. Due to their simplistic and nature, the two var
iables are widely studied (e.g., [17,51]). Some studies (e.g., [9,45,50]) 
further examine the moderation effects of product types on the re
lationships between length/rating and review helpfulness. 

The next two descriptive antecedents are duration since a review 
posted (review age) and reviewer information (e.g., ranking, cumulative 
helpful votes, identity). The former is obvious as an older review has 
longer duration to accumulate helpful votes due to its timeliness [66]. 
The latter is related to source credibility and could affect readers' 
perceived helpfulness [23,74]. Huang et al. [25] find that a reviewer's 
place of origin (as a social connection with readers) and the duration 
since a review posted are significant antecedents of review helpfulness. 
Karimi et al. [28] show that even reviewer profile image has effects on 
helpfulness analyzing a sample from Google Play. 

Unlike length that is merely a count of words, the nature of review 
content, such as readability and valence, are also included with the aid of 
text mining techniques. Readability affects people's comprehension and 
hence their perceptions toward the text. Some studies (e.g., [23,30]) 
apply various readability indices that include the number of characters 
and words to quantify the difficulty of text comprehension, and assess 
the effects of readability on helpfulness. As for valence, some studies (e. 
g., [38,50,51]) control for valence using rating. 

Furthermore, text mining techniques enable researchers to extract 
positive and negative sentiment based on word identification and go 
beyond rating numbers. For instance, Baek et al. [2] apply the sentiment 
analysis to extract the percentage of negative words from a review and 
examine the influence on review helpfulness. Chen et al. [6] investigate 
how the mixture of positive and negative attitudes of a review affects the 
proportion of helpful votes to total votes. 

The aforementioned factors – length, rating, duration, reviewer 
information, readability, and valence – are essentially content- and re 

2 We refer rational thinking specifically to a person's scrutiny of the messages 
presented. Judgements by a simple cue like credible reviewers, while reason
able, are dependent on heuristic rules and denoted as intuitive responses. 
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viewer-related signals that have effects on review helpfulness [61] and 
the effects may vary with product/platform types [8,9]. Note that such 
a list of six antecedents is not exhaustive and mainly based on 
econometric analyses of archival data from websites. Fewer psycho
metric studies (e.g., [7,18]) use survey data to assess nuanced ante
cedents/moderators of review helpfulness. That said, the rapidly 
increasing number of econometric and psychometric studies on review 
helpfulness in the past 5–10 years results in a large body of literature 
and leads to the appearance of meta-analytical studies on effects of the 
foregoing antecedences [24,66]. 

The above discussion illustrates the popularity and the importance of 
the research stream. Among those studies, a substantial proportion of 
research models are rather data-driven without a solid theory to inter
pret their findings, particularly those conducting archival data analyses 
of online review helpfulness. Among the comparatively small proportion 
of theory-based studies, the ELM has been the predominant perspective 
for review helpfulness (e.g., [1,2,7,10,44,54,72–74]). ELM is a theory of 
informational influence and provides a framework explaining how 
messages are processed for effective communication [57]. 

While ELM seems to be an appropriate theory for studies on ante
cedents of review helpfulness, as discussed in the introduction, we 
identify the two common issues of the application of ELM: unobserved 
argument quality and quality indicators' effects through both central and 
peripheral routes. We posit that addressing argument quality in accor
dance with the assumptions imposed by ELM should be noticed by many 
e-commerce researchers who still actively conduct empirical analyses of 
review helpfulness (e.g., [1,36]). Our study aims to be a prototypical 
example of addressing the two non-trivial issues for empirical analyses 
of review helpfulness. In the next section, we develop a research model 
grounded on ELM and the circumplex model [58]. 

3. Research model and hypotheses 

3.1. Theoretical foundation and research model 

According to ELM, when people receive messages that are intended 
to be persuasive, they look into messages in two ways. On one hand, 
quality of arguments is processed by the central route for rational 
thinking. On the other hand, informational cues from the message are 
processed by the peripheral route for intuitive judgment. On top of the 
initial dichotomous classification, ELM further suggests that informa
tional cues related to quality such as number of arguments can trigger 
issue-relevant thinking when a person is highly involved in an issue. For 
example, in one experiment, undergraduate students were given mes
sages regarding their senior comprehensive exams (high involvement), 
Petty and Cacioppo [56] found that increasing the number of strong 
arguments enhances persuasion, but increasing the number of weak 
arguments reduces persuasion. That is, those quality-related cues can 
take effects through the central route as well as the peripheral route. 

In the context of online review, we note that all review features are 
informational cues observed from messages. Different from experiments 
where argument quality can be manipulated, the strength of persuasive 
argumentation of an online review and how it affects perceived help
fulness is unobserved by researchers. Nevertheless, as explained earlier, 
argument quality is correlated with quality indicators (heuristic cues) 
such as length, as they both involve in issue-relevant thinking. As a 
result, when measuring effects of review features using observational 
data, we have to consider unobserved argument quality and the asso
ciated endogeneity. Fig. 2 is our research model that is grounded on the 
extended ELM specification in Fig. 1(b). Below we articulate features 
included in the model, and will discuss how to handle the endogeneity 
issue in the method section. 

Based on ELM, we specify unobserved argument quality (plausibility 
of review) processed by the central route, and review features as infor
mational cues processed by both central and peripheral routes. The 
proposed model integrates review features summarized the literature 
review. First, we specify review length, readability, and reviewers' ranking 
as quality indicators. Relatively few studies include the number of se
mantic topics as quality indicator because semantic identification 
traditionally involves a lot of human interventions (e.g., manual cate
gorization in [44]). While time-consuming, Cao et al. [5] report that the 
inclusion of semantic topics can add new insights in analyzing quality- 
related cues of review content. Combining computer scripts and 
human judgements, Chen et al. [6] predefine a list of product topics and 
examine the breadth of a review measured by the number of covered 
topics. Instead of human encoding, we leverage topic modeling tech
niques to computationally assess review breadth [41,42]. 

For sentiment on the peripheral route, many prior studies use simple 
review rating or positive and negative valence to capture sentiment. We 

Fig. 1. Prevalent versus extended ELM application.  

Fig. 2. Research model.  
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use the circumplex model [58] to characterize review sentiment not only 
by valence but also through arousal, i.e., the extent to which an actor is 
activated/deactivated. We note that each emotion should be represented 
via a point on the circumplex composed of valence polarity and acti
vation level. As shown in Fig. 3, sentiment of a review can be categorized 
into four quadrants on the circumplex – positively activated (upper 
right), negatively activated (upper left), negatively deactivated (lower 
left), and positively deactivated (lower right). The circumplex perspec
tive implies that differences in levels should be taken into account when 
assessing emotion intensity reflected in review text. Take the first 
quadrant (positively activated) for instance, while “DELIGHTED” and 
“SATISFIED” have valence almost at the same level, the former has a 
significantly higher level of arousal (activated) and deviates a lot more 
from neutral emotions. Similar cases can be observed in other quadrants 
that represent different emotions. In response to the call for a better 
understanding of the sentiment-review helpfulness link [16], our model 
goes beyond one-dimensional polarity and explicitly differentiates 
emotions constituted by valence and arousal. 

Aside from afore-mentioned information cues related to quality and 
sentiment from review content, we also include longevity of a review (i. 
e., the time duration since a review was posted) to control for unfair 
comparisons among reviews posted early and those posted later, since 
reviews that exist longer have longer periods to elicit helpful votes. Our 
model also includes product rating and other contextual features to 
control for product/service heterogeneity that may affect popularity of a 
review and its likelihood to receive helpful votes [72,74]. 

3.2. Hypotheses development 

According to the two blocks of review features in our research model 
(Fig. 2), we develop two sets of hypotheses: H1a-H1d related to quality 
indicator and H2a-H2c related to review sentiment. 

Hypothesis 1. Quality Indicator. 

A message with better quality has been shown to be more credible 
and receptive by viewers [7,63]. In our conceptual model, review fea
tures related to unobserved argument quality are called quality in
dicators, including length, breadth, readability, and reviewer ranking. 
When people are less involved with the topic, they tend to use intuitive 
rules, i.e., the peripheral route, to process those quality indicators. For 
example, longer reviews or a review with more topics covered are easily 
perceived to be richer in depth and information content compared to 
shorter reviews [6,45]. Similarly, people perceive easy-to-read reviews 
to be efficient for information-seeking, and reviews from higher ranking 

reviewers to be more credible. [8,30]. In the low involvement case, 
people use the foregoing heuristics to link quality indicators with 
argument quality. The intuitive rules of content richness, information- 
processing easiness, and source credibility in turn are likely to 
contribute to perceived helpfulness. On the contrary, when people are 
highly involved or motivated with the context, they will scrutinize all 
possible cues that can help them to assess review quality. In general, 
quality indicators are positively correlated with argument quality. 
Therefore, quality indicators can serve as persuasive arguments pro
cessed by the central route, leading to review helpfulness. Overall, 
quality indicators can serve as persuasive arguments (central route) or 
intuitive rules (peripheral route) for review processing. We thus posit 
that quality indicators are proxies for review quality, and in general 
positively associated with perceived helpfulness of reviews. 

H1a. Review length is positively associated with review helpfulness. 

H1b. Review readability is positively associated with review helpfulness. 

H1c. Reviewer ranking is negatively associated with review helpfulness. 

H1d. Review breath is positively associated with review helpfulness. 

Hypothesis 2. Review Sentiment. 

Prior studies on psychology have suggested various dimensions to 
classify emotions. Among these dimensions, researchers have consis
tently sorted emotions into two basic dimensions: valence and arousal 
[48,58]. Valence describes the extent to which an experience is pleasant 
(positive valence) or unpleasant (negative valence), while arousal de
scribes the extent to which an actor is activated or deactivated [48]. For 
example, anger, anxiety, and sadness are all negative emotions. However, 
while anger and anxiety are characterized by states of heightened arousal 
or activation, sadness is characterized by low arousal/activation [3]. 

When discussing emotional expressions in an online product review, 
prior studies mainly focus on valence, and arousal is under-studied [71]. 
As discussed in section 2, we follow the circumplex model to assess 
emotions located at positively activated, positively deactivated, nega
tively activated, and negatively deactivated quadrants. Emotions scat
tered at the circumplex represent different levels of valence and arousal 
(see Fig. 3). Emotional words are generally processed faster and more 
efficiently than non-emotional words [27,31], and processing can even 
occur automatically [21,22]. Through the lens of ELM, sentiment- 
related features are processed via the peripheral route for intuitive 
judgements. 

Negativity bias suggests that negative information is generally 
considered more diagnostic than positive information. Thus, people are 

Fig. 3. Circumplex model of valence and arousal (adapted from [58]).  
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inclined to believe those who express negative feelings [26,62]. Yin et al. 
[70] confirm that reviews with stronger negative emotions are consid
ered more helpful. We take one step further to distinguish negatively 
deactivated from negatively activated emotions. We argue that nega
tivity bias holds only for negatively deactivated expressions in a review. 
In contrast, overmuch negative as well as high levels of emotion acti
vation appear to be strong and subjective expressions. Hence, we posit 
that negatively activated expressions in a review are perceived as less 
helpful than negatively deactivated expressions that are critical but not 
agitated. Similarly, while prior researchers have found that positive 
sentiment has positive impacts on review helpfulness [16], we further 
differentiate positively deactivated from positively activated emotions. 
Given that high arousal shows irrationality [71], we argue negative 
influences from high arousal cancel out positive effects from positive 
emotions. Consequently, the positive relationship between positive 
emotions with review helpfulness holds only for positively deactivated 
expressions. We thus form the following hypotheses on three emotion 
quadrants with significant effects on review helpfulness: 

H2a. Positively deactivated emotions in a review are positively asso
ciated with review helpfulness. 

H2b. Negatively activated emotions in a review are negatively asso
ciated with review helpfulness. 

H2c. Negatively deactivated emotions in a review are positively asso
ciated with review helpfulness. 

4. Data and variables 

4.1. Data processing and summary 

We use review datasets from three different e-commerce platforms – 
Amazon.com (Want et al. 2013), Drugs.com (Gräßer et al. 2018), and 
Yelp.com (Yelp 2020) – to evaluate our research model. The first dataset 
is published by Wang et al. [65] who scrape tablets' review from Amazon. 
com. The dataset includes product features and customer reviews on 
tablets for 24 weeks since February 2012. After removing missing values 
and abnormal entries such as helpful votes greater than total votes, we 
end up with 40,485 reviews customer reviews. The second dataset is 
published by Gräßer et al. (2018) who scrap data from Drugs.com, a 
professional website on drugs with reviews shared by patients. After 
removing abnormal entries, we obtain 23,459 reviews posted in 2017. 
The third dataset is a sample of production data published by Yelp.com in 
2020. We focus on 152,751 customer reviews posted in 2019 for food and 
restaurants, the most prominent category in in Yelp. 

For the three datasets, the key dependent variable is the number of 
helpful votes received by a review, which is a direct indicator of 
perceived helpfulness of the review. We also obtain descriptive features 
of a review, including review length, rating associated with a review, 
and duration of a review since posting. For the Amazon.com tablet re
views, we have further access to reviewers' ranking and brands of tab
lets. For the Drug.com drug reviews, we have extra information on what 
specific kind of medical condition a posted review is about. For the Yelp. 
com restaurant reviews, we have access to the number of reviewers' 
previous posts, overall rating of the focal business, and the number of 
reviews written for the restaurant. 

We further perform text mining and sentiment analysis of unstruc
tured text content through the following protocol. We first perform text 
preprocessing: (1) transforming all text into lowercase (2) removing stop 
words (e.g., the, and, of), punctuation marks, numbers, and spaces (3) 
stemming words (e.g., values, valued and valuing are all replaced with 
value) [41]. The cleaned data is then used to calculate the readability 
index, and to examine textual content via sentiment analysis based on 
the circumflex of emotions and NMF topic modeling (to be elaborated in 
the next section). After the text mining process, we match the text data 
with descriptive features of reviews mentioned above. 

Table 1 illustrates the list of variables used in the study. Helpfulness is 
the dependent variable measured by the number of helpful votes 
received by a review. Quality indicators and review sentiment – our 
main focuses of the study – is discussed in Sections 4.2 and 4.3 sepa
rately. We further include longevity and rating as the control variables. 
Longevity measures the number of days from the posting date of a review 
to the date reviews are scrapped. ReviewRating is the numerical rating 
assigned by each reviewer to the product in a review. Note that a 5-point 
scale is used by Amazon.com and Yelp.com, and a 10-point scale instead 
is applied by Drugs.com. 

For the Amazon.com dataset, we are able to collect tablet brands 
(Brand), e.g. Apple and ASUS, as additional controls. Similarly, for the 
Drug.com dataset, we derive 19 dummy variables (Condition) for 20 
different medical conditions (e.g. birth control, insomnia) revealed by 
patients in their reviews. Finally, for the Yelpc.om dataset, the rating of a 
restaurant (BizRating) and the number of reviews a restaurant received 
at the time of data collection (BizReviewCounts) are included as extra 
control variables. As the average rating of a restaurant is increased by 
0.5 from 1 to 5, we model 9 levels of BizRating using 8 dummy variables. 
The summary statistics of key variables are reported in Tables 2. 

4.2. Operationalization of quality indicators 

Quality indicators are composed of length, readability, breadth, and 
reviewer ranking. Length is measured by the number of words of a 

Table 1 
Variable definition.  

Types of 
Variable 

Variable Description 

Dependent 
Variable 

Helpfulness The number of helpful votes of a review 

Quality 
Indicators 

Length The number of words of a review 
Breadth The number of topics of a review 

obtained from NMF topic modeling 
Readability Readability of a review measured by 

Flesch Reading Ease Index 
ReviewerRanking Reviewer's ranking from Amazon.com 
ReviewerPosts The number of reviews a user had 

posted at the time of data collection by 
Yelp.com 

Review 
Sentiment 

PositivelyActivated The intensity of emotions measured by 
scores of positive and high arousal 
words in a review 

PositivelyDeactivated The intensity of emotions measured by 
scores of positive and low arousal words 

NegativelyActivated The intensity of emotions measured by 
scores of negative and high arousal 
words 

NegativelyDeactivated The intensity of emotions measured by 
scores of negative and low arousal 
words 

Control 
Variables 

Longevity The number of days since a review 
posted 

ReviewRating The rating assigned to the product in a 
review, from 1 to 5 (modeled as 4 
dummy variables) for Amazon.com and 
Yelp.com. 
As for Drugs.com, it follows a 10-point 
scale (modeled as 9 dummy variables). 

Brand For Amazon.com dataset, twenty tablet 
brands (e.g., Apple, Acer) are modeled 
as 19 dummy variables. 

Condition For Drugs.com dataset, one of twenty 
possible patients' conditions (e.g., birth 
control, depression) for a review is 
modeled as 19 dummy variables. 

BizRating For Yelp.com dataset, the average rating 
of a restaurant increases by 0.5 from 1 to 
5, and is modeled as 8 dummy variables. 

BizReviewCounts For Yelp.com dataset, the number of 
reviews a restaurant acquired at the 
time of data collection.  
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review. Readability is calculated via the Flesch Reading Ease Index [19]. 
The higher the index is, the better the readability of a review. The 
equation of the index is as follows: 

Reading Ease (Readability) = 206.835 − 1.015
(

total words
total sentences

)

− 84.6
(

total syllables
total words

)

Breadth is defined as the number of topics a review covers. Instead of 
counting on human coders to manually process reviews in order identify 
common topics covered by reviews, we applied the non-negative matrix 
factorization (NMF) methodology [32] that is similar to the oft-used 
principal componential analysis and computationally easy to imple
ment. The core idea is to decompose a document-term matrix A (m words 
by n reviews) into the product of two non-negative matrices K and W. The 
former is a m by k matrix that reveals words associated with topic, 
whereas the latter is a k by n weight matrix that informs us the weights of 
each review for the k topics. Both K and W matrices are subject to non- 
negativity constraints that have been shown to result in more interpret
able topics for various types of data [42]. Through NMF topic modeling, 
we were able to identify common semantic topics covered by our reviews. 

We performed NMF analysis using scikit-learn in Python [53] and 
identified representative topics from the three datasets respectively. Due 
to the unsupervised nature of NMF, we tested different numbers of topics 
and examined the resulting coherence scores. The intuition behind 
coherence is to assess the interpretability of each topic based on co- 
occurrence of its keywords. We adopted the UCI [47] and UMass [43] 
measures for coherence scores and larger scores have been found to be 
more interpretable. We stayed with four topics for tablet reviews of 
Amazon.com, five topics for drug reviews of Drugs.com, and seven 
topics for restaurant reviews of Yelp.com based on coherence scores and 
the fact that these topics emerged from NMF seemed more interpretable. 
For instance, Fig. 4 illustrates the four topics and top 10 words in each 
topic derived from running the NMF procedure on tablet reviews of 
Amazon.com. 

Given the extracted k by n weight matrix W, we attempted to assess 
the total number of topics covered by each review. Each entry wij in W 
stands for the weight (loading) of a topic i for review j. We then 
computed a normalize weight w̃ij = wij/

∑
iwij for each review j such that 

weights would be more comparable across reviews. Similar to Mankad 
et al. [41], a topic i is considered to be covered in a review j if w̃ij is 
greater than the median of all w̃ij for the given i. Accordingly, breadth of 
a review is defined as the total number of topics whose w̃ij satisfying the 
foregoing requirements. 

Breadthj =
∑k

i=1
Ind

(
w̃ij > median

(
w̃i1,w̃i2,…, w̃in

) )

where Ind is an indicator function. The last quality indicator – Revie
werRanking – is a measure to reflect a reviewer's credibility. Amazon.com 
provides such ranking to reflect the number of posts and helpful votes 
received of a reviewer. Instead, Yelp.com shows the number of posts a 
reviewer has written (ReviewerPosts). ReviewerRanking in Amazon.com is 
relatively holistic, as ReviewerPosts only measures quantity without 
considering helpfulness perceived by readers. That said, the metric re
flects how prolific/active a reviewer is and thus should be correlated to 
unseen argument quality. 

4.3. Operationalization of sentiment features 

For emotional expressions, we used the sentiment analysis to extract 
positive and negative valences of words in a review, as well as the level of 
emotion activation (arousal) from review content. We applied the dic
tionary by Warriner et al. [67] who defined 13,915 words with scores 
from 1 to 9 to indicate levels of valence and arousal. Traditionally, re
searchers mainly focus on valence: words with valence scores greater than 
5 into the category of positive valence, and those with scores smaller than 
5 into the category of negative valence. A review's valence was measured 
as the number of positive words and the number of negative words. 

The widely-adopted practice in prior studies, however, consider 
only counts of words without recognizing that each word has its 

Table 2 
Summary statistics of online reviews.  

Variables Amazon.com (N = 404,485) Drugs.com (N = 23,459) 

Mean Stdev Min Max Mean Stdev Min Max 

Helpfulness 4.91 24.29 0.00 950.00 6 14.18 0.00 328.00 
Length 88.15 114.40 4.00 2925.00 52.82 25.14 1.00 279.00 
Breadth 2.00 0.66 1.00 4.00 2.50 0.80 0.00 5.00 
Readability 78.97 13.90 − 375.19 116.91 79.98 13.88 − 132.58 121.47 
PositivelyActivated 13.61 16.33 0.00 447.47 4.71 4.60 0.00 36.35 
PositivelyDeactivated 118.06 153.38 0.00 4003.49 46.15 24.47 0.00 294.54 
NegativelyActivated 4.41 6.93 0.00 251.76 6.66 6.78 0.00 67.45 
NegatvielyDeactivated 15.03 21.80 0.00 479.90 16.27 10.32 0.00 81.03 
ReviewerRanking 5,191,811.92 5,285,042.81 3.00 15,668,643 – – – – 
Longevity 226.80 163.15 1.00 3173.00 191.46 98.22 0.00 345.00 
ReviewRating 3.80 1.45 1.00 5.00 5.99 3.64 1.00 10.00   

Variables Yelp.com (N = 152,751) 

Mean Stdev Min Max 

Helpfulness 1.18 3.95 0.00 321.00 
Length 57.03 49.59 1.00 558.00 
Breadth 3.53 1.08 0.00 7.00 
Readability 78.34 14.90 − 2883.09 121.22 
PositivelyActivated 7.75 8.36 0.00 130.96 
PositivelyDeactivated 75.89 65.29 0.00 804.11 
NegativelyActivated 1.93 3.30 0.00 89.68 
NegatvielyDeactivated 8.17 9.34 0.00 141.74 
ReviewerPosts 131.64 537.09 1.00 14,691.00 
Longevity 186.63 103.07 0.00 364.00 
ReviewRating 3.76 1.47 1.00 5.00 
BizRating 3.84 0.65 1.00 5.00 
BizReviewCounts 403.17 639.57 5.00 6221.00  
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emotion level. To better capture the intensity of emotion, we followed 
the circumplex model to define emotions via a circumplex with 
different levels of valence and arousal (see Fig. 3). For each emotional 
word in a review, we used scores by Warriner et al. [67] to reflect 
different levels of sentiment. Since the score scale is from 1 to 9 on the 
horizontal axis (valence) and on the vertical axis (arousal), the cir
cumplex has a center point (5, 5) being the neutral origin of four 
emotion quadrants. Therefore, we define the score of each emotional 
word as the Manhattan distance from the neutral origin. The Man
hattan distance (L1 norm) is preferred over the Euclidean distance (L2 
norm) in our setting because L2 norm over-weighs outlying words 
deviating relatively far away from the origin. We then aggregate scores 
of words within each quadrant of the circumplex to form four variables 
PostivelyActivated, PostivelyDeactivated, NegativelyAactivated, Negatively 
Deactivated that capture emotional intensity in each review. Specif
ically, the four variables of a review i is computed in the following way, 
where j is the index of emotion words in a review. 

PositivelyActivatedi=
∑

j∈1stQudrant

(
Valenceof Wordij − 5

)
+
(
Arousalof Wordij − 5

)

NegativelyActivatedi=
∑

j∈2ndQudrant

(
5− Valenceof Wordij

)
+
(
Arousalof Wordij − 5

)

Negatively Deactivatedi =
∑

j∈3rd Qudrant

(
5 − Valence of Wordij

)

+
(
5 − Arousal of Wordij

)

Positively Deactivatedi =
∑

j∈4th Qudrant

(
Valence of Wordij − 5

)

+
(
5 − Arousal of Wordij

)

5. Empirical analysis and findings 

5.1. Model specification 

To address endogeneity due to unobserved argument quality and its 
correlation with quality indicators, we adopt an instrument-free method 
proposed by Park and Gupta [52]. Considering the following regression 
model with one endogenous regressor: 

Y = Xβ+Pα+ ε  

where X is an exogenous variable, P is an endogenous regressor, and ε is 
the structural error term. The non-zero correlation between P and ε leads 
to biased estimates from ordinary least squares (OLS) regression that 
demands exogeneity of predictor variables (cov(X, ε) = 0). Nonetheless, 
one can obtain consistent estimates of model parameters if the correla
tion of regressors and error term can be specified. Park and Gupta [52] 
use the copula model to construct a flexible joint distribution from the 
marginal distributions of P and ε, while allowing for a wide range of 
correlations between the two variables. In most regression settings, the 
structural error term is assumed to be a normal distribution. The dis
tribution of P can be empirically estimated from the observational data. 
Given the two marginal distributions, the copula model produces the 
joint distribution f(P,ε) that properly capture the correlation between 
the endogenous variables and the error term. Because the method does 
not require any valid instrument variables (IV) that need to be exoge
nous (cov(IV, ε) = 0) and non-weak (cov(IV, P) ∕= 0), it has gained 
increasing tractions recently in marketing (e.g., [14]) and information 
systems (e.g., [29]). 

This method enables us to obtain consistent estimates for hypotheses 
testing by adding additional regressors, which are the inverse normal of 
the marginal distribution of the endogenous variables. In our study, the 
endogenous variables are the four quality indicators that are arguably 
correlated with unobserved argument quality. Specifically, we construct 
four additional regressors as follows: 

log(Lengthi)
E
= ∅− 1(H(log(Lengthi) ) )

Fig. 4. Top 10 words in each topic identified by NMF (tablets on Amazon.com).  

Y.-C. Chou et al.                                                                                                                                                                                                                                

http://Amazon.com


Decision Support Systems 153 (2022) 113683

8

Breadthi
E = ∅− 1(H(Breadthi) )

Readabilityi
E = ∅− 1(H(Readabilityi) )

log(Rankingi)
E
= ∅− 1(H(log(Rankingi) ) )

where H(.) is the empirical cumulative distribution function, and ∅− 1 (.) 
is an inverse normal cumulative distribution function. The superscript E 
denotes the error-correction nature of the four variables estimated from 
copula joint distributions. The method is advantageous in its flexibility 
to simultaneously accommodate multiple endogenous variables, which 
is a methodologically daunting task [39]. Below is the regression model 
for our first sample of tablet reviews. 

log(Helpfulnessi) =

α + β1 log (Lengthi) + β2Breadthi + β3Readabilityi + β4 log (Re 
viewerRankingi) + γ1PositivelyActivatedi + γ2PostivelyDeactivatedi +

γ3NegativelyActivatedi + γ4NegativelyDeactivatedi +τ1 log(Lengthi)E +

τ2Breadthi
E
+ τ3Readabilityi

E
+ τ4log(ReviewerRankingi)

E
+ δ1Longevityi +

δ2∼5ReviewRatingi + δ6∼24Brandi + εi.

where the index i stands for each review, and the dependent variable 
Helpfulness represents the number of helpful votes of a review. Length 
reflects the number of words in a review. Breadth shows the number of 
topics covered in a review using NMF topic modeling. Readability is the 
Flesh Reading Ease Index to indicate how easily a review can be un
derstood by an average person. ReviewerRanking is the variable showing 
the reviewer's rank of a review from Amazon.com. We note that Help
fulness, Length and Ranking are highly right-skewed with large scale 
differences. Hence, we take the natural log transformation of the three 
variables to ease the estimation of the model. Parameters β1 to β4 are 
coefficients for the four quality indicators that are endogenous and 
correlated with the unobserved argument quality. We include the four 
correction terms with coefficients τ1 to τ4 to tackle endogeneity induced 
by unseen argument quality, such that we can obtain consistent β1-β4 
estimates for testing H1. PositivelyActivated, PositivelyDeactivated, Neg
ativelyActivated, and NegativelyDeactivated are the four variables from 
the circumplex model of affect. Parameters γ1 to γ4 are the coefficients 
for these four peripheral cues and their estimates are used for testing H2. 

We also include control variables in our model. Longevity indicates 
the duration of a review from its posting date of a review to the date it is 
scrapped. We use Longevity to control the accumulation of helpful votes 
due to long periods. Other than review content, the star rating of a re
view is another important cue. We then use four dummy variables to 
reflect the rating from 1 to 5, and control for the influence of the star 
rating. As customers have preferences over product brands, we also 
include tablet brands as control variables. We model them as 19 dummy 
variables in the regression model. Parameters δ1 to δ24 are coefficients 
for the control variables. 

For our second sample of drug reviews, we specify the following 
regression model that differs from the first model in two minor ways. 
First, we include three rather than four endogeneity correction terms for 
Length, Breadth, and Readability because reviewer Ranking is unavailable 
in this website. Second, the star rating ranges from 1 to 10 as opposed to 
1 to 5. So we introduce 9 dummy variables (δ2 to δ10) as control vari
ables. Also, we include 19 dummy variables (δ11 to δ29) to accommodate 
heterogeneities among 20 different patients' conditions when writing 
reviews. 

log(Helpfulnessi) = α+ β1log(Lengthi)+ β2Breadthi + β3Readabilityi  

+ γ1PositivelyActivatedi + γ2PostivelyDeactivatedi  

+ γ3NegativelyActivatedi + γ4NegativelyDeactivatedi 

+τ1 log(Lengthi)E + τ2Breadthi
E
+ τ3Readabilityi

E
+

+ δ1Longevityi + δ2∼10ReviewRatingi + δ11∼29Conditioni + εi 

For our last sample of restaurant reviews, we specify a regression 
model with few minor tweaks. First, while reviewer ReviewerRanking is 
unavailable, we include ReviewerPosts with coefficient β4 as an alterna
tive quality indicator to capture the activeness of a reviewer. Second, we 
include 8 dummy variables (δ6 to δ13) for BizRating as well as BizRe
viewCounts (i.e., number of accumulated reviews for the restaurant in 
review i) to control for the effects of restaurant popularity on review 
helpfulness. 

log(Helpfulnessi) = α + β1 log (Lengthi) + β2Breadthi + β3Readabilityi+

β4 log (ReviewerPostsi) + γ1PositivelyActivatedi + γ2PostivelyDeacti 
vatedi + γ3NegativelyActivatedi + γ4NegativelyDeactivatedi + τ1 log 
(Lengthi)E +

τ2Breadthi
E
+ τ3Readabilityi

E
+ τ4log(ReviewerPostsi)

E
+

δ1Longevityi+

δ2∼5ReviewRatingi + δ6∼13BizRatingi + δ14log(BizReviewCountsi)+ εi  

5.2. Empirical findings 

Table 3 shows the estimation results of tablet reviews (Amazon.com) 
using two modeling approaches. Model 1 (OLS) is the common estima
tion approach that does not formally address endogeneity, whereas 
Model 2 (OLS Copula) is the main model that corrects for endogeneity 
using the Park and Gupta [52] method, Accordingly, we shall discuss our 
empirical findings based on Model 2. One key assumption of the copula 
method is that endogenous variables should not be normally distributed 
[52], such that endogeneity-correction terms can be identified. We test 
the normality of the four quality indicators using Pearson chi-square 
normality test, and reject all null hypotheses (all with p < 0.001) 
showing support for the assumed non-normality. Note that ordinary 
parameter inference of the four generated regressors are incorrect, and 
thus a bootstrap method is applied to compute standard errors [52]. 

From Model 2, we can see that the additional correction terms are 
mostly significant (τ1 to τ4), indicating the need to tackle endogeneity. 
The estimated effects of review length (β1 = 0.3775, p < 0.001), read
ability (β3 = 0.0024, p < 0.001) and reviewer ranking (β4 = − 0.0424, p 
< 0.001) are as expected and consistent with the literature. The effect 
size is substantially different from their effects in Model 1 that ignores 
endogeneity. Also, one quality indicator, Breadth, is insignificant in both 
Models 1 and 2. Accordingly, the empirical findings support hypotheses 
H1a-H1c, and confirm the role of quality indicators on review helpful
ness, after controlling for endogeneity. 

As for the four sentiment-related features, Model 2 suggests that only 
negatively deactivated emotions (γ4 = 0.0023, p < 0.001) are positively 
associated with review helpfulness, whereas negatively activated emo
tions exhibit negative effects (γ3 = − 0.0059, p < 0.001). In the domain 
of positive emotions, as hypothesized in H2, positively deactivated (γ2 =

0.0007, p < 0.001) emotions are found to be positively associated with 
review helpfulness. To ensure that the results are not artifacts of how we 
operationalize the four sentiment features, we compute the four emotion 
intensity variables using the Euclidean distance instead of the Manhat
tan distance. The results remain qualitatively the same. The findings 
offer firm support for extending review sentiment into four quadrants 
composed of valence and arousal. 

Table 4 shows the estimation results of drug reviews (Drugs.com) 
using two modeling approaches. The significant correction term for 
Length in Model 4 (p < 0.01) consistently suggests that endogeneity 
ought to be addressed. For the three quality indicators, only Length 
shows strong and significant effects (β1 = 0.1902, p < 0.001), whilst 
estimates of Breath and Readability are not statistically significant. The 
estimation renders partial support for H1. As for sentiment features, 
positively deactivated emotions (γ2 = 0.0025, p < 0.001) consistently 
show positive associations with helpfulness, in line with H2. That said, 
negative emotions in low and high arousal exhibit different effects from 

Y.-C. Chou et al.                                                                                                                                                                                                                                

http://Amazon.com
http://Amazon.com
http://Drugs.com


Decision Support Systems 153 (2022) 113683

9

the first analysis of tablet reviews. Negatively activated are positively 
and deactivated emotions are negatively associated with review help
fulness. Moreover, positively activated emotions with no significance in 
tablet samples show significantly positive effects. In these reviews 
written for drug users, higher arousal (regardless of valence) contributes 
to review helpfulness. The negative effects of negatively deactivated 
emotions on perceived helpfulness seem to suggest that readers seeking 
for healthy/medical-related experiences are less fond of reviews with 
low valance-low arousal mixes, which are possibly related to lower 
morale and slight depression. 

Finally, Table 5 shows estimation results of restaurant reviews (Yelp. 
com). Several observations can be made. First, three of the four correc
tion terms (τ1 to τ4) are significant and endogeneity concerns are argu
ably higher in this case, because Readability reveals its expected effects 
only after correcting for potential endogeneity biases in Model 6. The 
effects of Length on review helpfulness also seem to be significantly 
under-estimated in the naïve OLS regression model. Second, like 

ReviewerRanking in Amazon.com, ReviewerPosts in Yelp.com exhibits 
positive effects with review helpfulness, implying that reviews written by 
relatively productive reviewers are more likely to be perceived useful. 
The foregoing estimates render firm support for H1a-H1c. Third, in line 
with H2, positively deactivated emotions persistently show positive ef
fects on review helpfulness. Similar to analysis of drug reviews, high 
arousal in either low or high valence manifests significantly positive ef
fects. This implies that passionate/energetic expressions in restaurant 
reviews also tend to be receptive to readers. 

Table 6 summarizes the results of hypotheses-testing. Our analysis 
leads to two key observations. First, among the oft-tested quality in
dicators, review length exhibits significant and substantial effects across 
the three samples generated between 2012 and 2020, suggesting length 
persistently contributes to review helpfulness. The positive effects of 
readability and reviewer ranking/reviewer posts are consistent with 
literature. Readability, despite showing no significant effects in drug 
reviews, recovers its hypothesized effects in restaurant reviews until we 

Table 3 
Estimation results of tablet reviews from Amazon.com (n = 40,485).  

Variables Model 1 
OLS 

Model 2 
OLS Copula 

Variables Model 1 
OLS 

Model 2 
OLS 
Copula 

β1:log(Length) 0.2056*** 
(0.0071) 

0.3775*** 
(0.0416) 

γ1:PositivelyActivated 2.885e-04 
(4.710e-04) 

3.132e-04 
(5.362e-04) 

β2:Breadth 0.0115 
(0.0062) 

0.0199 
(0.0134) 

γ2:PositivelyDeactivated 7.445e-04*** 
(8.131e-05) 

7.354e-04*** 
(1.117e-04) 

β3:Readability 0.0014*** 
(2.815e-04) 

0.0024*** 
(4.906e-04) 

γ3:NegativelyActivated − 0.0059*** 
(8.310e-04) 

− 0.0059*** 
(1.026e-03) 

β4:log(ReviewerRanking) − 0.0624*** 
(0.0021) 

− 0.0424*** 
(0.0067) 

γ4:NegativelyDeactivated 0.0023*** 
(4.390e-04) 

0.0022*** 
(6.187e-04) 

τ1:log(Length)E – − 0.1688*** 
(0.0368) 

δ1:Longevity 0.0013*** 
(2.481e-05) 

0.0013*** 
(3.484e-05) 

τ2:BreadthE – − 0.0061 
(0.0087) 

δ2:ReviewRating ¼ 2 − 0.1783*** 
(0.0170) 

− 0.1830*** 
(0.0185) 

τ3:ReadabilityE – − 0.0177* 
(0.0074) 

δ3:ReviewRating ¼ 3 − 0.2790*** 
(0.0160) 

− 0.2849*** 
(0.0176) 

τ4:log(ReviewerRanking)E – − 0.0442*** 
(0.0128) 

δ4:ReviewRating ¼ 4 − 0.3526*** 
(0.0137) 

− 0.3632*** 
(0.0155) 

δ6~δ24: Brand Included Included δ5:ReviewRating ¼ 5 − 0.1570*** 
(0.0126) 

− 0.1685*** 
(0.0144) 

Adj R2 OLS: 0.2647 OLS Copula: 0.2562 

Standard errors are reported in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001. 

Table 4 
Estimation results of drug reviews from Drugs.com (n = 23,459).  

Variables Model 3 
OLS 

Model 4 
OLS Copula 

Variables Model 3 
OLS 

Model 4 
OLS Copula 

β1:log(Length) 0.1630*** 
(0.0165) 

0.1902*** 
(0.0207) 

γ1:PositivelyActivated 0.0132*** 
(0.0014) 

0.0141*** 
(0.0014) 

β2:Breadth − 0.0102 
(0.0072) 

− 0.0108 
(0.0188) 

γ2:PositivelyDeActivated 0.0017*** 
(4.090e-04) 

0.0025*** 
(5.394e-04) 

β3:Readability 7.152e-04 
(4.078e-04) 

0.0017 
(0.0011) 

γ3:NegativelyActivated 0.0070*** 
(9.153e-04) 

0.0077*** 
(9.875e-04) 

τ1:log(Length)E – − 0.0508** 
(0.0180) 

γ4:NegativelyDeactivated − 0.0038*** 
(7.327e-04) 

− 0.0030*** 
(7.728e-04) 

τ2:BreadthE – 0.0003 
(0.0149) 

δ5:ReviewRating ¼ 5 − 0.1014*** 
(0.0258) 

− 0.1012*** 
(0.0244) 

τ3:ReadabilityE – − 0.0126 
(0.0149) 

δ6:ReviewRating ¼ 6 − 0.1664*** 
(0.0320) 

− 0.1653*** 
(0.0316) 

δ1:Longevity 0.0047*** 
(5.567e-05) 

0.0047*** 
(5.71e-05) 

δ7:ReviewRating ¼ 7 − 0.0414 
(0.0276) 

− 0.0400 
(0.0257) 

δ2:ReviewRating ¼ 2 − 0.0418 
(0.0251) 

− 0.0430 
(0.0242) 

δ8:ReviewRating ¼ 8 0.1016*** 
(0.0213) 

0.1020*** 
(0.0218) 

δ3:ReviewRating ¼ 3 − 0.0940*** 
(0.0277) 

− 0.0946*** 
(0.0271) 

δ9:ReviewRating ¼ 9 0.2238*** 
(0.0198) 

0.2224*** 
(0.0208) 

δ4:ReviewRating ¼ 4 − 0.1936*** 
(0.0315) 

− 0.1933*** 
(0.0280) 

δ10:ReviewRating ¼ 10 0.3375*** 
(0.0162) 

0.3370*** 
(0.0160) 

δ11~δ29: Condition Included Included    
Adj R2 OLS: 0.4128 OLS Copula: 0.4118 

Standard errors are reported in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001. 
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employ the robust Copula method, indicating the necessity for tackling 
endogeneity issues. In contrast, breadth – the coverage of semantic 
topics from NMF – turns to be insignificant in all corrected regression 
models. The finding is different from the literature (e.g., [5,41]) and 
reveals the need for extra empirical tests. 

Second, different from quality indicators that tend to show consistent 
effects across platforms, emotions in the valence-arousal circumflex 
exhibit divergent associations with review helpfulness. On top of positive 
valence from prior studies (e.g., [2,16]), our research model finds that 
positively deactivated expressions are positively associated with review 
helpfulness, which is consistent in the three datasets across platforms. As 
high arousal is linked to agitation and irrationality [71], positively 
activated expressions are found to have insignificant effects for tablet 
reviews. Interestingly, for drug and restaurant reviews, we instead find 
positive effects of positively activated expressions. For positive senti
ment, it seems that the effect of activation varies by contexts, and such 
variations are also present for negative expressions. For drug and 
restaurant reviews, high arousal combined with negative valence lead to 
positive effects on review helpfulness. Nevertheless, for tablet reviews, 
agitation of high arousal and negative expressions exhibit negative ef
fects. The asymmetric effects of positive and negative valence on review 
helpfulness – contingent on low/high arousal as well as product/service 
categories, are worth exploring in subsequent studies. 

6. Discussion and implications 

Using 40,485 reviews on tablets from Amazon.com, 23,459 reviews 
on drugs from Drug.com, and 152,751 reviews on restaurants from Yelp. 
com, we perform an empirical analysis of the link between review fea
tures and the number of helpfulness votes. Rooted in the ELM, we argue 
that argument quality is the key driver of rational evaluation (central 
route). However, for observational data from websites, only review fea
tures or information cues are extractable and argument quality is typi
cally unseen. We extend the ELM to elaborate on how quality indicators 
of a review are correlated with unobserved argument quality, resulting in 
endogeneity that interfere empirical results. We adopt an instrument-free 
method to formally address this issue and find most of the endogeneity- 
correction terms are statistically significant, supporting our conjecture. 

Our estimation using samples from three different types of products 
and platforms consistently suggests that endogenous quality indicators 
should be econometrically tackled instead of being treated as ordinary 
predictors in OLS regression. We show that ignoring endogeneity would 
lead to under- or over-estimation of effects and invalid conclusions (e.g., 
Readability of Yelp data). Despite the sharp differences in the sampling 
settings, the three models with endogeneity corrections show full or 
partial support for our research hypotheses respectively. We observe 
that review length, reviewer ranking, and positively deactivated ex
pressions are the influential features with consistent effects. While prior 
studies on eWOM generally treat review length as the basic information, 
our finding indicates that review length is the major variable with 
substantial impacts on review helpfulness. In addition, we supplement 
the literature on influences of emotion intensity by distinguishing pos
itive/negative deactivation from activation. Our analysis reveals non- 
unidirectional effects of the negativity bias, i.e., some people perceive 
negative reviews as more authentic/helpful [10,70], in combination 
with arousal. The inconclusiveness calls for investigations into how 
activation levels in combination with valence would vary by types of 
products and platforms. 

From the theoretical perspective, the ELM provides a conceptual 
foundation for researchers to categorize review features into issue- 

Table 5 
Estimation results of restaurant reviews from Yelp.com (n = 152,751).  

Variables Model 5 
OLS 

Model 6 
OLS Copula 

Variables Model 5 
OLS 

Model 6 
OLS Copula 

β1:log(Length) 0.1002*** 
(0.0039) 

0.3830*** 
(0.0261) 

γ1:PositivelyAcativated 0.0033*** 
(2.286e-04) 

0.0032*** 
(2.740e-04) 

β2:Breadth − 4.938e-04 
(0.0013) 

0.0038 
(0.0046) 

γ2:PositivelyDeacativated 9.190e-04*** 
(4.934e-05) 

8.992e-04*** 
(6.511e-05) 

β3:Readability − 1.198e-04 
(9.272e-05) 

4.409e-04** 
(1.450e-04) 

γ3:NegativelyAcativated 0.0045*** 
(5.038e-04) 

0.0045*** 
(6.044e-04) 

β4:log(ReviewerPosts) 0.1359*** 
(9.496e-04) 

0.0810*** 
(0.023) 

γ4:NegativelyDeactivated 2.692e-04 
(2.504e-04) 

2.486e-04 
(3.119e-04) 

τ1:log(Length)E – − 0.2167*** 
(0.0189) 

δ6:BizRating ¼ 1.5 − 0.0580 
(0.0402) 

− 0.0616 
(0.0389) 

τ2:BreadthE – − 0.0049 
(0.0050) 

δ7:BizRating ¼ 2 − 0.0287 
(0.0388) 

− 0.0315 
(0.0378) 

τ3:ReadabilityE – − 0.0101* 
(0.0050) 

δ8:BizRating ¼ 2.5 − 2.029e-04 
(0.0380) 

− 0.0041 
(0.0376) 

τ4:log(ReviewerPosts)E – 0.0960* 
(0.0411) 

δ9:BizRating ¼ 3 0.0247 
(0.0380) 

0.0209 
(0.0369) 

δ1:Longevity − 2.430e-05 
(1.340e-05) 

− 2.447e-05 
(1.349e-05) 

δ10:BizRating ¼ 3.5 0.0472 
(0.0379) 

0.0433 
(0.0370) 

δ2:ReviewRating ¼ 2 − 0.1278*** 
(0.0062) 

− 0.1288*** 
(0.0063) 

δ11:BizRating ¼ 4 0.0476 
(0.0379) 

0.0436 
(0.0368) 

δ3:ReviewRating ¼ 3 − 0.2226*** 
(0.0061) 

− 0.2229*** 
(0.0065) 

δ12:BizRating ¼ 4.5 0.0910* 
(0.0380) 

0.0870* 
(0.0370) 

δ4:ReviewRating ¼ 4 − 0.2213*** 
(0.0056) 

− 0.2212*** 
(0.0059) 

δ13:BizRating ¼ 5 0.1567*** 
(0.0390) 

0.1522*** 
(0.0379) 

δ5:ReviewRating ¼ 5 − 0.1844*** 
(0.0051) 

− 0.1842*** 
(0.0054) 

δ14:log(BizReviewCounts) − 0.0256*** 
(0.0011) 

− 0.0261*** 
(0.0011) 

Adj R2 OLS: 0.2459 OLS Copula: 0.2010 

Standard errors are reported in parentheses. *p < 0.05, **p < 0.01, ***p < 0.001. 

Table 6 
Summary of hypotheses-testing results.  

Hypothesis Testing Amazon.com 
(Tablet) 

Drugs.com 
(Drug) 

Yelp.com 
(Restaurant) 

Length (H1a) + (supported) + (supported) + (supported) 
Readability (H1b) + (supported) not supported + (supported) 
Reviewer Ranking (H1c) + (supported) unavailable + (supported) 
Breadth (H1d) not supported not supported not supported 
Positive Deactivation (H2a) + (supported) + (supported) + (supported) 
Negative Activation (H2b) - (supported) not supported not supported 
Negative Deactivation (H2c) + (supported) not supported not supported  
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relevant thinking ones (central route) and the ones coupled with intui
tive responses (peripheral route). Those studies in general derive re
view- or reviewer-related antecedents from collected online reviews and 
explore either quality indicators and/or sentiments of reviews (e.g., 
[59,69,74,75]). Even though those studies fit with the framework of 
ELM and contribute to the body of literature on online review, we point 
out two outstanding issues: (1) the influence of unobserved argument 
quality (2) the dual effects of quality indicators on the central as well as 
peripheral routes. We acknowledge the issues and propose an extended 
ELM application to illuminate the mechanism between review features 
and review helpfulness. The mechanism further explains the correlation 
between unobserved argument quality and quality indicators (cues) due 
to their common link to the central route. 

To statistically address the theoretically-rationalized endogeneity, 
we apply the copula method by Park and Gupta [52] to specify joint 
distributions of endogenous quality indicators and error term, which 
contains unobserved argument quality and random shocks. IV regression 
such as two stage least squares (2SLS) is the traditional approach to 
address endogeneity. Yet, the method has been debated in the literature 
as a decent IV is required to be uncorrelated with the error term 
(exclusion restriction) and sufficiently correlated with endogenous re
gressors (relevant instruments). The exclusion restriction is not directly 
testable and associated tests mostly rely on selected IVs. Strong IVs for 
the second condition (relevance), however, carry the risk of violating the 
first condition (exclusion). Identifying a set of valid IVs for multiple 
endogenous variables, in fact, is conceptually and practically difficult 
for empirical researchers [39]. We concur that the instrument-free 
method adopted in our study is particularly suitable for empirical 
studies on review helpfulness using archival data, where one could 
easily find more than one endogenous variable like we do. 

Among a large body of studies on antecedents of review helpfulness 
using website data, our empirical study is the first, to the best of our 
knowledge, to examine the relationship between review features and 
review helpfulness under an explicit consideration of quality indicators 
being endogenous. We integrate relevant review features from the 
literature and make mild improvements on emotion measurement. In 
the literature, the level of emotion is commonly measured by percentage 
of emotion words, or one step further, by word counts of positive and 
negative valence. In this study, we apply Russel's [58] circumplex model 
to capture emotions not only by emotion valence, but also by the level of 
affect activation. For instance, while anxiety and sadness both represent 
negative valence, we further consider their differences in terms of the 
level of emotion activation. In addition, we go beyond binary indicators 
and word counts to measure emotions in a review into levels of four 
quadrants on the affect circumplex – positively activated, negatively 
activated, negatively deactivated, and positively deactivated. Such 
measurements reveal that the negativity bias effect from the literature is 
not universal but varies by the level of activation. Specifically, drugs and 
restaurants are service-oriented and require more information to reduce 
risk and uncertainty [9], and hence the associated review with more 
negatively activated emotions are perceived as more helpful. In contrast, 
reviews on tablets with tangible product features are perceived as 
helpful when negatively deactivated emotions are expressed. As the 
feelings expressed by reviewers can influence thousands of consumers 
who read the reviews [54], the interpersonal impact of emotions in 
online reviews is likely to be pervasive and long-lasting. We encourage 
researchers to build upon our work and conduct subsequent in
vestigations into the emotion-review helpfulness link. 

Our study also carries practical implications as articulating compo
nents of helpful reviews is crucial for store owners and online platform 
operators, and is also beneficial to reviewers and bloggers to construct 
helpful reviews. Many consumers may perceive online reviews as more 
important than generic information provided by a product seller or 
service provider. Hence, identifying and providing helpful reviews for 
customers is economically valuable. Knowing what constitutes a helpful 
review can help people/business incorporate certain helpful features in 

their product description and/or marketing campaign to increase cus
tomers' intention to buy. Based on our analyses, in addition to writing 
adequately long and readable reviews, people/business who aim to 
provide helpful reviews for reputation, reflection, or reward are sup
posed to carefully express emotions in terms of valence and arousal, such 
that the perceived helpfulness of reviews can be enhanced. 

While our study enhances the understanding about how quality in
dicators, sentiment features, and other signals contribute to perceived 
helpfulness, our empirical findings are subject to limitations. First, in 
spite of our data collection efforts, our empirical analysis, like many 
others, is based on a set of finite review samples in certain time periods. 
Hence, we have no intent to overstate the generalizability of our results. 
Instead, we just aim to show theoretical and econometrical enhance
ments that could be leveraged by numerous researchers, who draw on 
the ELM theory and perform observational data analyses of online re
views (from various types of products, services, and platforms). Second, 
although our ELM-based framework includes arguably comprehensive 
review features, it cannot be exhaustive due to data availability. That 
said, the value of our empirical analysis is to bring attention to peer 
researchers (especially those who use online review data) the necessity 
of considering endogeneity, when attempting to estimating how review 
quality indicators associate with review helpfulness. Note that we focus 
on theoretical implications of review helpfulness, and are distinct from 
predictive modeling aiming for accurate prediction of helpful votes 
using machine learning algorithms (e.g., [15]). 

Third, identification of semantic topics traditionally involves human 
coders to have predefined topics and manually process customer reviews 
(e.g., [44]). We instead use the NMF topic modeling to identify topics 
from each review and assess the coverage of topics as a proxy for 
breadth. While text mining enables automation of topic identification, 
we should recognize the variable is only the efficient approximation of 
human-encoded topics. Note that the coverage of topics proposed by 
Mankad et al. [41] is not a perfect measure of breadth and the concept of 
review breadth can be a challenging research topic alone. 

Finally, the way we operationalize emotional intensity of each word 
in a review is by no means exhaustive. For instance, negation, amplifi
cation, or irony is also present in online product reviews (e.g., [60]). 
Different classifications of positive emotions – optimism, resilience, 
hope, and confidence – have been proposed too [40]. Our sentiment 
analysis is confined to four quadrants of the circumplex model of affect. 
Subsequent studies are encouraged to develop a comprehensive and 
even unified framework for emotional intensity in online product/ser
vice reviews. 
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