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Su-Fen Yang*,y and Hui-Chun Su

Department of Statistics, National Chenghi University, Taipei 116, Taiwan

SUMMARY

The article considers the variable process control scheme for two dependent process steps. We construct
variable sample size (VSS) Z %X and Z%e control charts to effectively monitor the quality variable produced by
the first process step and the quality variable produced by the second process step 2, respectively. The
performance of the proposed VSS control charts is measured by the adjusted average time to signal
(AATS) using a Markov chain approach. An example of producing cotton yarn system shows the
application and performance of the proposed VSS Z %X and Z%e control charts in detecting shifts in process
mean. Furthermore, the performance of the VSS Z %X and Z%e control charts and the fixed sample size (FSS)
Z %X and Z%e control charts are compared by numerical analysis results. These demonstrate that the former is
much faster in detecting small shifts in mean. Copyright # 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Control charts are important tools in statistical quality control. They are used to effectively
monitor and determine whether a process is in control or out of control. To monitor the process
mean, Shewhart [1] developed the %X control chart which is easy to implement and has been
widely used for industrial processes. However, since Shewhart %X control charts always monitor
a process by taking samples of equal size at a fixed sampling interval, they are usually slow in
signalling small to moderate shifts in the process mean. Consequently, several alternatives have
been developed to improve the performance of %X control charts in recent years. One of the
useful approaches to improve the detecting ability is to use a variable sample size (VSS) and/or a
variable sampling interval control chart instead of the traditional fixed sample size and/or fixed
sampling interval. Whenever there is some indication that a process parameter may have
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changed, the next sample should be larger and/or the next sampling interval should be shorter.
On the other hand, if there is no indication of a parameter change, then the next sample should
be smaller and/or the next sampling interval should be longer.

The properties of the %X chart with VSSs were studied by Daudin [2], Prabhu et al. [3], Costa
[4] and Zimmer et al. [5]. Tagaras [6] reviewed the literature on adaptive control charts.
However, these articles assume that there is only a single process step, whereas many products
are currently produced in several dependent process steps. Consequently, it is not appropriate to
monitor these process steps by utilizing a control chart for each individual process step. Zhang
[7] proposes the simple cause-selecting control chart to control the specific quality in the current
process by adjusting the effect of in-coming quality variable ðXÞ on out-going quality variable
ðYÞ; since the in-coming quality variable on the first process step and the out-going quality
variable on the second process step are dependent. The cause-selecting values ðeÞ are Y minus
the effect of X ; and the cause-selecting control chart is constructed accordingly. Wade and
Woodall [8] reviewed and analysed the cause-selecting control chart and examined the
relationship between the cause-selecting control chart and the Hotelling T2 control chart. In
their opinion the cause-selecting control chart outperforms Hotelling T2 control chart, since it is
easy to distinguish whether the second step of the process is out of control. Therefore, it seems
reasonable to develop variable control schemes to control dependent process steps. However,
the properties of the VSS charts used to control two dependent process steps have not yet been
addressed. Therefore, to study the performance of the VSS control charts on two dependent
process steps is reasonable. In this paper, the VSS control charts are proposed to control two
dependent process steps with two assignable causes. In next section, the performance of the
proposed control charts is measured by the adjusted average time to signal (AATS), which is
derived using a Markov chain approach. Finally, we illustrate the application of the proposed
control charts using a real example, and compare the performance between the VSS control
charts and fixed sample size (FSS) control charts.

2. DESCRIPTION OF THE JOINT VSS Z %X AND Z%e CHARTS

Consider a process with two dependent steps controlled by VSS Z %X and Z%e control charts. Let X
be the measurable in-coming quality variable on the first process step. Assume further that this
process starts in a state of statistical control, that is, X follows a normal distribution with the
mean at its target value, mX ; and the standard deviation at its target value sX ; let Y be the
measurable out-going quality characteristic of interest for the second step, and follow a normal
distribution condition on X : Since the two process steps are dependent, and the second process
step is affected by the first process step, then following Wade and Woodall [8], the relationship
between X and Y is generally expressed as

Yi jXi ¼ f ðXiÞ þ ei; i ¼ 1; 2; 3; . . . ;m ð1Þ

where, it is assumed that ei � NIDð0;s2Þ: Let Y instead of Y jX : If the function f ðXiÞ is known,
the values of the standardized error term eni ¼ ðYi � f ðXiÞÞ=s are called the cause-selecting
values since they are the values of Yi adjusted for the effects of Xi: In practice, the true function
f ðXiÞ is usually unknown and thus must be estimated using the m observations obtained from
the initial m samples of size one, and thus, the estimate for f ðXiÞ will be #Yi: The residuals,
ei ¼ Yi � #Yi; are generated by the model used. Hence, ei � NIDð0; s2e Þ: Consequently, the
standard residuals eni ¼ ðYi � #YiÞ=se are called the cause-selecting values.
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However, in our study the chosen sample size is not one. Instead rational samples of variable
size ðnqÞ are taken from the process; the standardized sample means, Z %X and Z%e; are

Z %Xi
¼

%Xi � mX
sX=

ffiffiffiffiffi
nq

p � Nð0; 1Þ and Z%ei ¼
%ei

se=
ffiffiffiffiffi
nq

p � Nð0; 1Þ ð2Þ

where

%Xi ¼

Pnq
j¼1 Xij

nq
; %ei ¼

Pnq
j¼1 eij

nq
and eij ¼ Yij � #Yij ; i ¼ 1; 2; 3; . . . ;m; j ¼ 1; 2; 3; . . . ; nq

The sample means, Z%ei ; where Z%ei ¼ ei=ðse=
ffiffiffiffiffi
nq

p
Þ are called cause-selecting values.

Also assume that the first step is only subjected to assignable cause 1 such that the mean of X
shifts from mX to mX þ d1sX ðd1=0Þ; and the second step is only subjected to assignable cause 2
such that the mean of the specific quality shifts from 0 to d2 ðd2=0Þ: Let Ti be the time until the
occurrence of assignable cause i; where i ¼ 1; 2; and follow an exponential distribution of the
form

f ðtiÞ ¼ li expð�litiÞ; ti > 0; i ¼ 1; 2 ð3Þ

where 1=li is the mean time that the process step i remains in a state of statistical control.
An in-control state analysis for the VSS Z %X and Z%e control charts is performed since the shifts

in the process mean on step 1 and/or step 2 do not occur when the process is just starting, but
occur at some time in the future. The standardized samples z %Xi

and z%ei are plotted on the VSS Z %X

and Z%e control charts with warning limits of the form �w %X and �w%e; and action limits of the
form �k %X and �k%e; respectively, where 04w %X5k %X and 04w%e5k%e (see Figure 1).

The search for the assignable cause 1 and/or 2 is undertaken when the sample z %Xi
falls outside

the interval ð�k %X ; k %X Þ and/or when the sample z%ei falls outside the interval ð�k%e; k%eÞ; that is,
when the Z %X and/or Z%e charts produce a signal. For a discontinuous process, the process is
stopped to search for and eliminate the assignable cause after a signal is obtained from a control
chart, and then the process is brought back to an in-control state.

The position of the current sample in each chart constructs the size of the next sample.
We divide the proposed VSS Z %X and Z%e control charts into the following two regions:

I %X1
¼ ½�w %X ;w %X �; I%e1 ¼ ½�w%e;w%e�

I %X2
¼ð�k %X ;�w %X Þ [ ðw %X ; k %X Þ; I%e2 ¼ ð�k%e;�w%eÞ [ ðw%e; k%eÞ

Three VSSs are adopted, 15n15n25n351: If the sample, z %Xi
; falls within the interval I %X1

and
the sample, z%ei ; falls within the interval I%e1 ; then the next sample size should be small ðn1Þ: If the
samples, z %Xi

and z%ei ; fall within the interval (I %X1
and I%e2 ) or (I %X2

and I%e1 ), then the next sample

Figure 1. The control limits of VSS Z %X and Z%e control charts.
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size should be in the middle ðn2Þ: If the samples, z %Xi
and z%ei ; fall within the interval I %X2

and I%e2 ;
then the next sample size should be large ðn3Þ:

The relationship between the next sample size and fixed sampling interval ðt; nq; q ¼ 1; 2; 3Þ
and the position of the current samples ðz %X ;i�1; z%e;i�1Þ is expressed as follows:

ðt; nðiÞÞ ¼

ðt; n1Þ if z %X ;i�1 2 I %X1
\ z%e;i�1 2 I%e1

ðt; n2Þ if z %X ;i�1 2 I %X1
\ z%e;i�1 2 I%e2

ðt; n2Þ if z %X ;i�1 2 I %X2
\ z%e;i�1 2 I%e1

ðt; n3Þ if z %X ;i�1 2 I %X2
\ z%e;i�1 2 I%e2

8>>>>><
>>>>>:

; i ¼ 2; 3; . . . ð4Þ

Following Costa [9], the first sample size taken from the process when it is just starting is chosen
randomly. When the process is in control, all samples, including the first one, should have a
probability of p0 of being small, a probability of p1 of being median, and a probability of
1� p0 � p1 of being large, where p0 and p1 are given by the following:

p0 ¼PrðjZ %X j5w %X j jZ %X j5k %X Þ � PrðjZ%ej5w%e j jZ%ej5k%eÞ

p1 ¼PrðjZ %X j5w %X j jZ %X j5k %X Þ � ð1� PrðjZ%ej5w%e j jZ%ej5k%eÞÞ

þ ð1� PrðjZ %X j5w %X j jZ %X j5k %X ÞÞ � PrðjZ%ej5w%e j jZ%ej5k%eÞ

ð5Þ

To facilitate the computation of the performance measures, w %X ; k %X ; w%e and k%e will be specified
with the constraint that the probability of a sample falling in the warning limits is same for both
the Z %X and Z%e charts when the process is in control. Thus,

PrðjZ %X j5w %X j jZ %X j5k %X Þ ¼ PrðjZ%ej5w%e j jZ%ej5k%eÞ ð6Þ

implying, w %X ¼ w%e ¼ w and k %X ¼ k%e ¼ k:
If both w %X ¼ w%e ¼ 0 and n1 ¼ n2 ¼ n3 ¼ n0; then the VSS Z %X and Z%e charts reduce to the Z %X

and Z%e charts with FSS n0:

3. COMPARISON OF CONTROL CHARTS

Sampling schemes should be compared under equal conditions; that is, VSS and FSS schemes
should demand the same average sample size under the in-control period. That is,

E½nqjd1 ¼ 0; d2 ¼ 0; jZ %X j5k; jZ%ej5k� ¼ n0 ð7Þ

Based on Equation (7), the following equation can be formulated as

n1 � PðZ %X ;i�1 2 I %X1
jd1 ¼ 0; d2 ¼ 0Þ � PðZ%e;i�1 2 I%e1 jd1 ¼ 0; d2 ¼ 0Þ

þ n2 � PðZ %X ;i�1 2 I %X1
jd1 ¼ 0; d2 ¼ 0Þ � PðZ%e;i�1 2 I%e2 jd1 ¼ 0; d2 ¼ 0Þ

þ n2 � PðZ %X ;i�1 2 I %X2
jd1 ¼ 0; d2 ¼ 0Þ � Pðz%e;i�1 2 I%e1 jd1 ¼ 0; d2 ¼ 0Þ

þ n3 � PðZ %X ;i�1 2 I %X2
jd1 ¼ 0; d2 ¼ 0Þ � PðZ%e;i�1 2 I%e2 jd1 ¼ 0; d2 ¼ 0Þ

þ 0 � Pðfalse alarmsÞ

¼ n0ð2FðkÞ � 1Þ2

ð8Þ

S.-F. YANG AND H.-C. SU506

Copyright # 2006 John Wiley & Sons, Ltd. Appl. Stochastic Models Bus. Ind., 2006; 22:503–517

DOI: 10.1002/asmb



Simplifying,

4FðwÞ2½n1 � 2n2 þ n3� þ 4FðwÞ½�n1 þ 2n2FðkÞ þ n2 � 2n3FðkÞ�

¼ n0ð2FðkÞ � 1Þ2 � n1 þ 4n2FðkÞ � 4n3ðFðkÞÞ
2 ð9Þ

where Fð�Þ denotes the standard normal cumulative function.
The warning limit is derived as follows:

w ¼ F�1
�4B1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16B2

1 � 16A1C1

q

8A1

0
@

1
A ð10Þ

where

A1 ¼ n1 � 2n2 þ n3

B1 ¼ �n1 þ 2n2FðkÞ þ n2 � 2n3FðkÞ

C1 ¼ �½n0ð2FðkÞ � 1Þ2 � n1 þ 4n2FðkÞ � 4n3ðFðkÞÞ
2�

However, to obtain w and let w5k; the constraint 15n15n25n05n351 is required.
Thus, the warning limit can be obtained by using Equation (10) and choosing a combination

of the three VSSs, ðn1; n2; n3Þ; and the FSS, n0:
In this paper, the VSS scheme is compared with the FSS scheme and one sampling scheme

was considered to be better than another when it allows the joint Z %X and Z%e charts to detect
changes in the process means on steps 1 and 2 faster.

4. PERFORMANCE MEASUREMENT

The speed with which a control chart detects process shifts measures the chart’s statistical
efficiency. For a VSS, the detection speed is measured by the average time from either mean
shifting until either Z %X or Z%e chart or both signal, which is known as the adjusted AATS. That
is, the AATS is the mean time when the process remains out of control.

Since Ti � expð�litiÞti > 0; i ¼ 1; 2; the occurrence time, T ; until the first assignable cause
occurs is

T � expðl1 þ l2Þ where T ¼ minðT1;T2Þ

Hence,

AATS ¼ ATC�
1

l1 þ l2
ð11Þ

The average time of the cycle (ATC) is the average time from the start of process until the first
signal obtained from one of the proposed charts. The Markov chain approach is allowed to
compute the ATC due to the memory-less property of the exponential distribution. Thus, at
each sampling, one of 17 states is assigned based on whether the process step is in or out of
control and the position of samples (see Table I for the 17 states of the process).
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The status of the process when the ði þ 1Þth sample is taken, and the position of the ith sample
on the Z %X and Z%e charts defines the transient states of the Markov chain. The VSS Z %X and Z%e

charts produce a signal when at least one of the samples falls outside the control limits. If the
current state is any one of the States 1–16, then there is no signal. The absorbing state (State 17)
is reached when a signal occurs.

Let P be the transition probability matrix, where P is a square matrix of order 17. Let
Pi;jðt; nqÞ be the transition probability from prior state i to the current state j with sample size nq;
where nq is determined by the prior state i; i ¼ 1; 2; . . . ; 17 and q ¼ 1; 2; 3: The transition
probability, for example, from state 1 to state 4 with sample size n1 and fixed sampling interval
t is calculated as

p1;4ðt; n1Þ ¼P½jZ %X j5wjd1� � P½jZ%ej5wjd2� � ð1� e�l1tÞ � ð1� e�l2tÞ

¼ ðFðw� d1
ffiffiffiffiffi
n1

p
Þ � Fð�w� d1

ffiffiffiffiffi
n1

p
ÞÞ

� ðFðw� d2
ffiffiffiffiffi
n1

p
Þ � Fð�w� d2

ffiffiffiffiffi
n1

p
ÞÞ � ð1� e�l1tÞ � ð1� e�l2tÞ

The calculation of all transition probabilities is shown in Appendix.
From the elementary properties of Markov chains (see, e.g. [10]), the ATC is derived as

follows:

ATC ¼ b0ðI�QÞ�1t ð12Þ

where b0 ¼ ðp0; 0; 0; 0; p1=2; 0; 0; 0; p1=2; 0; 0; 0; p2; 0; . . . ; 0Þ is the vector of starting probabilities
for states 1; 2; 3; . . . ; 16; where the first sample has probability p0 (see Equation (5) for
calculation) of being small (or state 1 with probability p0), the probability p1=2 of being median
(or state 5 and state 9 with probability p1=2) and the probability p2 ðp2 ¼ 1� p0 � p1Þ of being
large (or state 13 with probability p2), I is the identity matrix of order 16, Q is the transition

Table I. The 17 process states.

State

Does
assignable
cause 1
occur?

The location
of sample
statistic ZX

Is an alarm
in the first
process?

Does
assignable
cause 2
occur?

The location
of sample
statistic Ze

Is an alarm in
the second
process?

Transient state
or absorbing

state?

1 No I %X1
No alarm No I%e1 No alarm Transient state

2 No I %X1
Yes I%e1

3 Yes I %X1
No I%e1

4 Yes I %X1
Yes I%e1

5 No I %X2
No I%e1

6 No I %X2
Yes I%e1

7 Yes I %X2
No I%e1

8 Yes I %X2
Yes I%e1

9 No I %X1
No I%e2

10 No I %X1
Yes I%e2

11 Yes I %X1
No I%e2

12 Yes I %X1
Yes I%e2

13 No I %X2
No I%e2

14 No I %X2
Yes I%e2

15 Yes I %X2
No I%e2

16 Yes I %X2
Yes I%e2

17 Except The above Situations Absorbing state

S.-F. YANG AND H.-C. SU508
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probability matrix where elements represent the transition probability, Pi;jðt; nqÞ; from transient
state i; i ¼ 1; . . . ; 16; to transient state j; j ¼ 1; . . . ; 16; and t0 ¼ ðt; t; t; t; t; t; t; t; t; t; t; t; t; t; t; tÞ is
the vector of the fixed sampling intervals for state 1–state 16.

5. AN EXAMPLE

An example of process control for producing cotton yarn is presented, and the data of the
process are measurements of the cotton yarn. The variables X ¼ fibre length and Y ¼ skein
strength were measured at the end of the second process step. The skein strength is influenced by
the fibre length. Presently, the FSS Shewhart-type control charts are used to monitor the process
steps per hour. To construct reasonable subgroups and reduce the large costs of sampling and
inspection associated with measurements ðXij ;YijÞ; 30 samples of size five are collected from
historical data under the stable process steps. The relationship of quality variables X and Y is
expressed by a linear regression model. The fitted model is

#Yij ¼ 66:8þ 0:639Xij ; i ¼ 1; 2; . . . ; 30; j ¼ 1; 2; . . . ; 5 ð13Þ

Thus, the residuals ðeÞ are obtained by Yij � #Yij : The estimated means and standard deviations
of variables Xij and eij are ð #mX ¼ 210:1; #sX ¼ 1:23Þ and ð #me ¼ 0; #se ¼ 1:11Þ; respectively. That is,
when both process steps are in control, Xi � Nð210:1; ð1:23=

ffiffiffi
5

p
Þ2Þ and ei � Nð0; ð1:11=

ffiffiffi
5

p
Þ2Þ:

Two machines could fail in the process. From historical data, the estimated failure frequency for
machine 1 is 0.03 times per hour and 0.04 times per hour for machine 2. The failures of machines
1 and 2 are independent and only influence the means of X and Y ; but the standard deviations
are unaffected. The failure of machine 1 would shift the mean of X to #mX þ d1 #sX ; where
d1 ¼ 0:25; the failure of machine 2 would shift the mean of e to d2 #se; where d2 ¼ 0:5: Hence, for
out-of-control process step 1, %X � Nð210:1þ 1:23 � 0:25; ð1:23=

ffiffiffi
5

p
Þ2Þ; for out-of-control

process step 2, %e� Nð1:11 � 0:5; ð1:11=
ffiffiffi
5

p
Þ2Þ:

The FSS standard %X and %e charts have control limits placed at �3; respectively. Thus,
approximately 5.4 false alarms are expected per 1000 samples have in-control average run length
(ARL) of 185 h and AATS ¼ 30:42 h: The slowness with which the FSS Z %X and Z%e control
charts detect shifts in the process (d1 ¼ 0:25 and d2 ¼ 0:5) has led the quality manager to
propose building the Z %X and Z%e control charts with VSSs. The construction and application of
the proposed VSS Z %X and Z%e control charts are illustrated. The following are the guidelines for
using the proposed charts:

Step 1: Let the factor of control limits, k ¼ 3; to maintain the average false alarm rate at
around 5.4 per 1000 samples. The reciprocal of 5.4 false alarms is also the ARL, but for the
in-control case of d1 ¼ d2 ¼ 0:

Step 2: Since 15n15n25n05n351 is required, and for saving the cost of sampling we take
n3 ¼ 20 and the combination (n1 ¼ 2; n2 ¼ 3; n3 ¼ 20; t ¼ 1:0 h) is adopted.

Step 3: Letting n1 ¼ 2; n2 ¼ 3; n3 ¼ 20; n0 ¼ 5 and k ¼ 3 in Equations (8) and (10) leads to
w ¼ 0:88:

Consequently, the structure of the proposed VSS Z %X and Z%e control charts are given in
Figure 2.

With the design parameters determined, the VSS Z %X and Z%e control charts can be used for
controlling the two dependent process steps for producing cotton yarn. According to the VSS
scheme, if both samples, ðz %X ; z%eÞ; fall within the warning limits, then a sample of size n1 ¼ 2 is
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taken. If one of the samples falls within the warning limits but the other falls between warning
and control limits, then a sample of size n2 ¼ 3 is taken. If both samples fall between warning
and control limits, then a sample of size n3 ¼ 20 is taken.

An example using the VSS is introduced now. When the process starts, a random procedure
decides the first sample of size three, and the three paired observations of ðX1j ;Y1jÞ are
ð209; 201Þ; ð212; 203Þ and ð208; 199Þ: The first samples are ð %x1 ¼ 209:69; %e1 ¼ 0:22Þ and the values
of Z %X and Z%e are ð�0:61; 0:34Þ: Both samples fall within the warning limits. The second sample
will be observed adopting a sample of size two after 1 h. The two observed data of ðX2j ;Y2jÞ are
ð210; 200Þ and ð208; 199Þ: Since z %X ¼ �1:26 and z%e ¼ �1:08; the samples fall between the
warning and control limits. The next sample now adopts a sample of size 20. The process is
stopped when one of the samples falls outside its control limits.

The AATS is used to measure the performance of the proposed VSS Z %X and Z%e control
charts. The proposed Markov chain approach is used to obtain the ATC and calculate the
AATS. There are 17 possible process states, as presented in Table I. The ATC is calculated to be
32.29 h using Equation (12). Hence, the AATS is 17.99 h according to Equation (11).

The VSS scheme improves the sensitivity of the FSS Z %X and Z%e charts. From the example, in
order to detect a shift in the process mean, the AATS for the VSS Z %X and Z%e charts has been
reduced from 30.42 h to only 17.99 h.

6. PERFORMANCE COMPARISON BETWEEN ASS AND FSS SCHEMES

Tables II and III provide the AATS of VSS and FSS schemes, which are obtained under various
combination of parameters, l1 ¼ 0:03; 0:05; l2 ¼ 0:04; 0:05; d1 ¼ 0:25� 1:5; d2 ¼ 0:25� 1:5;
t ¼ 1:0; n1 ¼ 2; 3; n2 ¼ 3; 4; n3 ¼ 20; 30 and n0 ¼ 5:

Comparing the AATS between the FSS and VSS Z %X and Z%e control charts it can be seen that
the performance of the VSS Z %X and Z%e control charts is better for detecting small shifts
(0:255d141 or 0:255d241) in process means but the performance of the FSS Z %X and Z%e

control charts is better for detecting moderate shifts (d1 > 1 and d2 > 1) in process means.

7. CONCLUSIONS

The proposed VSS scheme controlling two dependent process steps substantially improves the
performance of the FSS scheme by increasing the speed with which small shifts in the mean of

Figure 2. The VSS Z %X and Z%e control limits.
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process are detected. We have found that the VSS Z %X and Z%e control charts always work better
(in the cases examined) than the FSS Z %X and Z%e control charts for small d1 and d2 values.

This paper considered two dependent process steps with two independent assignable causes.
However, a study of the VSS Z %X and Z%e control charts under two dependent process steps with
two dependent assignable causes, whereby one shifts the process mean and the other changes the
process variance, is an interesting topic for future research. Other important extensions of the
proposed model can also be developed. It is straightforward to extend the proposed model to
study AP control charts or other control charts, such as attribute charts, exponentially weighted
moving average (EWMA)-charts or multivariate charts.

APPENDIX

The calculation of all transition probabilities is as follows:

pimðt; njÞ; i ¼ 1; . . . ; 17; m ¼ 1; . . . ; 17

p1;1ðt; n1Þ ¼ P½jZ %X j5w %X �*P½jZ%ej5w%e�*e
�l1t

*e
�l2t

p1;2ðt; n1Þ ¼ P½jZ %X j5w %X �*P½jZ%ej5w%ejd2�*e
�l1t

*ð1� e�l2tÞ

p1;3ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½jZ%ej5w%e�* ð1� e�l1tÞ*e
�l2t

p1;4ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l1tÞ*ð1� e�l2tÞ

p1;5ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½jZ%ej5w%e�*e
�l1t

*e
�l2t

p1;6ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½jZ%ej5w%ejd2�*e
�l1t

*ð1� e�l2tÞ

p1;7ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½jZ%ej5w%e�* ð1� e�l1tÞ*e
�l2t

p1;8ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l1tÞ*ð1� e�l2tÞ

P1;9ðt; n1Þ ¼ P½jZ %X j5w %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�*e
�l1t

*e
�l2t

P1;10ðt; n1Þ ¼ P½jZ %X j5w %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�*e
�l1t

* ð1� e�l2tÞ

P1;11ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�* ð1� e�l1tÞ*e
�l2t
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P1;12ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�* ð1� e�l1tÞ* ð1� e�l2tÞ

P1;13ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�

*e
�l1t

*e
�l2t

P1;14ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�

*e
�l1t

* ð1� e�l2tÞ

P1;15ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�

*ð1� e�l1tÞ*e
�l2t

P1;16ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�

* ð1� e�l1tÞ*ð1� e�l2tÞ

P1;17ðt; n1Þ ¼ 1�
X16
m¼1

P1;mðt; n1Þ

p2;1ðt; n1Þ ¼ 0

p2;2ðt; n1Þ ¼ P½jZ %X j5w %X �*P½jZ%ej5w%ejd2�*e
�l1t

p2;3ðt; n1Þ ¼ 0

p2;4ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l1tÞ

p2;5ðt; n1Þ ¼ 0

p2;6ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½jZ%ej5w%ejd2�*e
�l1t

p2;7ðt; n1Þ ¼ 0

p2;8ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l1tÞ

p2;9ðt; n1Þ ¼ 0

p2;10ðt; n1Þ ¼ P½jZ %X j5w %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�*e
�l1t

p2;11ðt; n1Þ ¼ 0

p2;12ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�* ð1� e�l1tÞ

p2;13ðt; n1Þ ¼ 0

p2;14ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X �*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�*e
�l1t

p2;15ðt; n1Þ ¼ 0
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p2;16ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�

*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�*ð1� e�l1tÞ

p2;17ðt; n1Þ ¼ 1�
X16
m¼1

P2;mðt; n1Þ

p3;1ðt; n1Þ ¼ 0

p3;2ðt; n1Þ ¼ 0

p3;3ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½jZ%ej5w%e�*e
�l12t

p3;4ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l2tÞ

p3;5ðt; n1Þ ¼ 0

p3;6ðt; n1Þ ¼ 0

p3;7ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½jZ%ej5w%e�*e
�l2t

p3;8ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½jZ%ej5w%ejd2�* ð1� e�l2tÞ

p3;9ðt; n1Þ ¼ 0

p3;10ðt; n1Þ ¼ 0

p3;11ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�*e
�l2t

p3;12ðt; n1Þ ¼ P½jZ %X j5w %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�* ð1� e�l2tÞ

p3;13ðt; n1Þ ¼ 0

p3;14ðt; n1Þ ¼ 0

p3;15ðt; n1Þ ¼ P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%e�*e
�l2t

p3;16ðt; n1Þ ¼P½�k %X5Z %X4� w %X [ w %X4Z %X5k %X jd1�

*P½�k%e5Z%e4� w%e [ w%e4Z%e5k%ejd2�*ð1� e�l2tÞ

p3;17ðt; n1Þ ¼ 1�
X16
m¼1

P3;mðt; n1Þ

P4;1ðt; n1Þ ¼ P4;2ðt; n1Þ ¼ P4;3ðt; n1Þ ¼ 0

P4;4ðt; n1Þ ¼ PðjZ %X j5w %X jd1Þ*PðZ%e5w%ejd2Þ

P4;5ðt; n1Þ ¼ P4;6ðt; n1Þ ¼ P4;7ðt; n1Þ ¼ 0

P4;8ðt; n1Þ ¼ Pð�k %X5Z %X4w %X [ w %X4Z %X5k %X jd1Þ*PðZ%e5w%ejd2Þ

P4;9ðt; n1Þ ¼ P4;10ðt; n1Þ ¼ P4;11ðt; n1Þ ¼ 0
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P4;12ðt; n1Þ ¼ PðjZ %X j5w %X jd1Þ*Pð�k%e5Z%e4w%e [ w%e4Z%e5k%ejd2Þ

P4;13ðt; n1Þ ¼ P4;14ðt; n1Þ ¼ P4;15ðt; n1Þ ¼ 0

P4;16ðt; n1Þ ¼ Pð�k %X5Z %X4w %X [ w %X4Z %X5k %X jd1Þ*Pð�k%e5Z%e4w%e [ w%e4Z%e5k%ejd2Þ

P4;17ðt; n1Þ ¼ 1�
X16
m¼1

P4;mðt; n1Þ

The transition probabilities for P5;jðt; n2Þ; P6;jðt; n2Þ; P7;jðt; n2Þ; P8;jðt; n2Þ; P9;jðt2; n2Þ; P10;jðt; n2Þ;
P11;jðt; n2Þ and P12;jðt; n2Þ are calculated by replacing n2 on n1 for P1;jðt; n1Þ; P2;jðt; n1Þ; P3;jðt; n1Þ
and P4;jðt; n1Þ; j ¼ 1; 2; . . . ; 17:

That is,
P5;jðt; n2Þ ¼ P1;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P6;jðt; n2Þ ¼ P2;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P7;jðt; n2Þ ¼ P3;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P8;jðt; n2Þ ¼ P4;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P9;jðt; n2Þ ¼ P1;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P10;jðt; n2Þ ¼ P2;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P11;jðt; n2Þ ¼ P3;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

P12;jðt; n2Þ ¼ P4;jðt; n2Þ; j ¼ 1; 2; . . . ; 17

The transition probabilities for P13;jðt; n3Þ; P14;jðt; n3Þ; P15;jðt; n3Þ and P16;jðt; n3Þ are calculated by
replacing n3 on n1 for P1;jðt; n1Þ; P2;jðt; n1Þ; P3;jðt; n1Þ and P4;jðt; n1Þ; j ¼ 1; 2; . . . ; 17:

That is,

P13;jðt; n3Þ ¼ P1;jðt; n3Þ; j ¼ 1; 2; . . . ; 17

P14;jðt; n3Þ ¼ P2;jðt; n3Þ; j ¼ 1; 2; . . . ; 17

P15;jðt; n3Þ ¼ P3;jðt; n3Þ; j ¼ 1; 2; . . . ; 17

P16;jðt; n3Þ ¼ P4;jðt; n3Þ; j ¼ 1; 2; . . . ; 17

Pi;j ¼ 0; i ¼ 17; j ¼ 1; 2; . . . ; 16 and i=j

Pi;i ¼ 1; i ¼ 17
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