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SUMMARY

A renewal theory approach is proposed to derive the cost model for multiple dependent subprocesses. The optimal
individual Y control chart and multiple cause-selecting control chart are thus constructed to monitor the overall
product quality and specific product quality contributed by the multiple dependent subprocesses. They can be used
to maintain the process with minimum cost and effectively distinguish which component of the subprocesses is
out of control. The optimal design parameters of the proposed control charts can be determined by minimizing
the cost model using a simple grid search method. An example is given to illustrate the application of the optimal
individual Y control chart and multiple cause-selecting control chat©98 John Wiley & Sons, Ltd.
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INTRODUCTION previous processes that cannot be controlled at the current
process level. The advantage of this approach is that
once an out-of-control signal is given, it is often easy to

determine which component of the subprocesses is out of

Control charts are important tools of statistical quality
control. These charts are used to decide whether a proces
has achieved a state of statistical control and to maintain control. Wade and Woodal?[ review the basic principles
current control of a process. Today, most products are

produced by several different process steps. In multiple- of the cause-selecting chart in the simple case of a two-

. tep process and give an example to illustrate its use. They
step processes a Shewhart control chart is often use : . . .
ST also examine the relationship between the cause-selecting
at each individual step. If the steps of the process are

. . 2 . - .
independent, then using a Shewhart control chart at eachChart and the multivariaté= chart. In their opinion the

S . X .~ cause-selecting control chart has some advantages over
individual step is a meaningful procedure. However, in

2
many processes the steps are not independent and thus thtgeT chart.

control charts are difficult to interpret. One way to solve  1° use any control chart, three design parameters must
this problem is to use a multivariate control chart such as € Specified: the sample size, the sampling interval and
a HotellingT2 chart. The disadvantages of usifig con- the number of standard deviations above or below the

trol charts are that one must assume that the process qua|_centreline of_the control chart. The choice (_)f these desi_gn
ity characteristics are multivariate normal random vari- Parameters influences the costs of sampling and testing,
ables and, once an out-of-control signal is given, it is of- COStS of searching and repairing and costs due to the pro-
ten difficult to determine which component of the process duction of non-conforming items. Therefore it is logical
is out of control. An alternative to this approach was pro- tc_J cons_lder the design of control charts from an economic
posed by Zhangl]. He calls his charts ‘cause-selecting V'€WPOINnt.

control charts’. The cause-selecting control chart is con- ~ Duncan ] first proposed an economic model for the
structed for a variable only after the observations have optimal economic design of aX control chart. He rec-
been adjusted for the effect of some other random vari- o0mmended the use of a concept which he called economic
ables. Zhang's cause-selecting control charts use the condesign to obtain the optimal design. The pioneering work
cepts of overall quality and specific quality. Zhang defines of Duncan was later extended by others to inclixdand
overall quality as that quality due to the current sub- R charts employed jointly4-6. Rahimet al. [7] dis-
process and any previous subprocesses. Specific qualitgussed the use of joint andS? charts according to eco-

is that quality which is due only to the current subpro- Nnomic considerations when sample sizes are moderately
cess. The cause-selecting charts are designed to furthelarge. Collani and SheiB] proposed the economic design
distinguish between controllable assignable causes andof an S chart when the assignable cause can only influ-
uncontrollable assignable causes. Controllable assignableence the process variance. Yang and Ya#{dfifst pre-
causes are those assignable causes that affect the curregented the economic design of a simple cause-selecting
subprocess but no previous subprocesses. Uncontrollabl€ontrol chart for a system with a single assignable cause

assignable causes are those assignable causes affectigfhich is assumed to occur in either the current sub-
process or the previous subprocess. However, the multi-
*Correspondence to: S.-F. Yang, Department of Statistics, ple assignable-cause cost model for multiple dependent
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processes, and each subprocess may be influenced by
single assignable cause. The optimal individtialontrol
chart proposed to monitor the overall product quality and
the multiple cause-selecting control chart proposed to
monitor the specific product quality are derived by min-
imizing a multiple assignable-cause cost model which
is obtained by extending the renewal theory approach.
Finally, an example is given to illustrate the design pro-
cedure and application of the optimal multiple cause-
selecting control chart and individudlcontrol chart.

ECONOMIC DESIGN OF MULTIPLE
CAUSE-SELECTING CONTROL CHART

Let X1, X2, ..., Xk represent the incoming quality mea-
surements of interest for the precedikgsteps of the
process and leY (overall quality or outgoing quality)
represent the quality measurement of interest foikthe

1 (final) step. Suppose that a sample with size one is
taken at the end of the final process evharjiours and
observationsXij, Xai, ..., Xk, Yj) are measured on the
same item of production. To control the overall prod-
uct quality contributed by the current subprocess and all

the preceding processes, we have to use the individual

Y control chart on the variable. If the outgoing quality
to be controlled,Y, depends ork incoming qualities
X1, Xo, ..., Xk, then this is the cause-selecting case of

multiple causes where we need to use the multiple cause-

selecting control chart to control the specific quality re-
sulting from the current subprocess itself .

The difference between the simple cause-selecting

control chart and the multiple cause-selecting control
chart is that the function between the outgoing quality
to be controlled and the incoming qualities in the
latter case is multiple, not simple. To determine the
relationship between the object to be controlled and
the multiple incoming qualities, we often use multiple
linear regression. The multiple cause-selecting chart
is then based on values of the outgoing quaktythat
have been adjusted for the values of incoming qualities
X1, X2,..., Xk. The multiple cause-selecting control
chart will be used in conjunction with the individual
Y control chart to control the overall product quality
and specific product quality simultaneously and may
effectively distinguish which component of the multiple
dependent processes is out of control. An example
is given to illustrate the design procedure of the two
control charts, and their application on the steps of a
manufacturing process is also presented.

Multiple cause-selecting control chart

The procedure for constructing the individoélcon-
trol chart and multiple cause-selecting control chart is
illustrated as follows.

Suppose that there are&k incoming qualities
X1, X2,..., Xk; by experiment we have then sets
of observed data

(Yis Xai, Xai, .oy Xii),

i=12,....,m
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@he individualY chart on theY variable is constructed
to monitor the overall product quality. Thé values are
assumed independent aiYd ~ N(u,o2) when all the
subprocesses are in control. The centreline (CL), upper
control limit (UCL) and lower control limit (LCL) of
the individual Y chart are set att, u +kio and u —

kio respectively, where; is the number of standard
deviations above or below the centreline of the individual
Y chart,u is the mean of the random variablg ando?

is the variance of the random variable Suppose that
the overall qualityy is a function ofk incoming qualities
X1, Xo, ..., Xk and they; values are independent, and the
specific qualityY; |(X1, X2, ..., Xk) ~ N(ui,o*?) when

the processisin control, whepge = f (Xy;, Xai, ..., Xki)
ando*? is a constant. Herg; is the mean of the ran-
dom variableY;|(X1, X2, ..., Xk) and o*2 is the vari-
ance of the random variab¥|(X1, Xo, ..., Xk). Nextwe
have to establish a relationship betwen X, ..., X
andY, either empirically or theoretically. If the function

f (X1, X2, ..., Xk ) was known, the transformatiany =

(Yi — ui)/o* would be used to standardize tievalues.
The multiple cause-selecting chart is a Shewhart type of
control chart for the cause-selecting valdgsthe values

of Y; adjusted for the effects oXy;, X5, ..., Xki. Thus

the Zjs are independeriti(0,1) random variables. The
centreline, upper control limit and lower control limit for
the multiple cause-selecting control chart are set &0,
and—k; respectively, wherk; is the number of standard
deviations above or below the centreline of the multiple
cause-selecting chart. Alternatively, cause-selecting val-
ues could also be defined ¥s— u; ~ N(0,c*2). Thus

the centreline, upper control limit and lower control limit
for the multiple cause-selecting control chart are set at 0,
koo* and—koo* respectively.

In practice, the true relationship between
X1, Xo, ..., Xk andY is never known. Hence the mean
of Y|(Xy, X2,..., Xk), E(Y|X1, Xo,...,Xk), and the

variance of Y|(X1, Xo,..., Xk), V(Y|X1, Xo,..., Xk),
have to be estimated from an initial sample wof
observations. The estimate far will be Y;, whereY; is
the fitted value of EY;|(X1, X2, ..., Xk)). The estimate
for o* will be /MSE, wheres/MSE is the square root
of the mean square error. (For the model fitting methods
and diagnosis see e.g. Referenceq pnd [L1]). Thus
the upper and lower control limits of the optimal multiple
cause-selecting chart are seka/ MSE and—k,+/MSE
respectively for residualsg, where g = VY; — Vi.
Zhang [l] estimatedo™ using the average range of
the residualsViR, whereMR = """ *MR; /(m— 1) and
MR; = |g,1—€&/. In this case UCL= koMR, CL =0
and LCL= —k,MR.

Derivation of cost model

A current process is out of control when it is influ-
enced by a controllable assignable cause, Say. We
also assume that there akeuncontrollable assignable
causes, saf, Az, As, ..., Ak, which can only affect the
preceding operations 2, ..., k respectively. A preceding
operationj is out of control when it is influenced by an
uncontrollable assignable cause, g8y j = 1,2,...,k.

Qual. Reliab. Engng. Intl4: 347355 (1998)
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Assignable causefy, A, Az, ..., Ax, and A1 would
be allowed to occur in the first step, the second step,
and the current step of the process simultaneously.
The distributions of the overall quality and specific
quality Y|(X1, X2,..., Xk) would be changed once
any assignable causes occurred in the process steps.
Before describing the possible distributions ¥%fand
Y|(X1, Xz, ..., Xk), we define some notation as follows: Ps1

, A,

E(T)
E(C)

W the set of all assignable causAs, Ay, Ag, ...
Ak+11 W = {A:L’ A27 A37 ceey Ak5 Ak+l}
W, the set of all uncontrollable assignanble causes

A1, A2, Az, ..., Ax, W1 = {A1, Ag, Az, ..., A}
S a subset oV Bs2
S anon-empty subset &%,
S the set of assignable caudg,1, S = {Ax+1}
Si2 the union of§ andS, S, =S US
The general distribution of the overall qualily, can
be expressed as(us, 02), but Ps12
(8) whenS=0,us=pu
(b) whenS= S, us =+ 8s10 (2K—1 cases
(c) whenS= S, us = pu+68s20 Tsrs1
(d) whenS= S, us = u + 8120 (2 — 1 cases
The most general distribution of the specific quality  >'>?
Y|(X1, Xa,..., Xk) can be expressed ma(u;,o*z), but T
srS12
(@) whenS= 0, ug = i
(b) whenS= Sy, u§ = i +85,0* (21 casep Co
(c) whenS= S, ug = i +85,0*
(d) whenS= Spp, ug = pi + 8%, 0" (2~ 1 cases C|

Other assumptions and the nature of the operation
condition are summarized as follows.

Csrs1
1. The timeTa; until the occurrence of assignable cause
A is assumed exponentially distributed with param- Cgs2
eteri,i =1,2,...,k+ 1. Ta1, Taz, ..., TAk+1) are
mutually independent. Cqrs12
2. The time of taking a sample, inspection and charting
is negligible. T b)

3. The search and repair time is a cons@&pwhen the
process is influenced by the assignable causes in set
S. The search and repair time is a constgntvhen
there is at least one false alarm for the two charts.

4. The search and repair cost is a consapiwhen the
process is influenced by the assignable causes in set
S. The search and repair cost is a constaqivhen
there is at least one false alarm for the two charts.

5. A quality cycle is defined as the time between the
start of successive in-control periods. Then the pro-

349

ory approach. Some notation used is defined as follows:

the expected cycle time

the expected cycle cost

the probability that at least one of the multiple
cause-selecting control chart and individiyal
control chart has a false alarm.

the probability that there is no true alarm
for the individualY chart and no false alarm
for the multiple cause-selecting chart (a com-
bination of uncontrollable assignable causes
A1, A, Az,..., Ax) (i.e. S) occurs in the
system) (the number of such casesis-21)

the probability that there are no true alarms
for the individualY chart and multiple cause-
selecting chart given that the previous process
steps are in control but the current process is
out of control

the probability that there are no alarms for both
charts given that some previous process steps
and the current process are out of control (the
number of such cases i§ 2 1)

the time of search and repair of the assignable
causes in sef

the time of search and repair of the assignable
cause in se§

the time of search and repair of the assignable
causes in seb o

the quality cost per hour while production is in
control

the quality cost per hour while the process is
only disturbed by anyj assignable causes of
all assignable causep=1,2,...,k+1

the cost of search and repair of the assignable
causes in sef;

the cost of search and repair of the assignable
cause in se§

the cost of search and repair of the assignable
causes in seb o

the expected arrival time of tha&'th ar-
rived assignable cause given that all the
assignable causes in sét occur in the
first sampling and testing time interval, i.e.
T@,b) = E(T(a/)|T(m) < h), where T(m) =
maxTaj, Aj € b’) and T, is the arrival time

of thea'th arrived assignable cause.

In order to obtain an expression for the expected cycle
time E(T), we decomposed the cycle into the following
three components: (1) the in-control period; (2) the time

01998 John Wiley & Sons, Ltd.

. The cost of sampling and testing is a constant

. The process is discontinuous. That is, the process

&o obtain a true alarm given that the process is out of
control; (3) the time to find and repair all the assignable
causes and start the process anew. To use the renewal
theory approach, we have to study the possible states at
the end of the first sampling and testing. There &re?2
possible states. Depending on the state of the system,
one can compute the expected residual cycle length and
expected residual cost. These values, together with the
associated probabilities, lead us to formulate the renewal
equation. The analysis developed below depends on the
possible states at the end of the first sampling and testing.

cess is expressed as a series of independent an
identical cycles. That is, the process is a renewal
process. The accumulated cost per cycle is called
the cycle cost. The cycle costs are independent and
identically distributed. Such a process is known as a
renewal reward process$])].

whereb > 0.

ceases during the search state.

The cost model is thus derived using the renewal the- These states are defined as follows (Table

Qual. Reliab. Engng. IntL4: 347355 (1998)
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Table 1. Definition of each state k41
Previous Current At least one alarm = EXp( o _Zl)hj h) x(1—a)
process process for cause-selecting 1=
stepsin  in  chart and individual P, = P(Ta1>h,Taz>h, ..., Taks1 > he
State control? control? Y chart? Kkl Kl
1 Yes  Yes No = []PTaj>he= exp( =¥ 3 h>a
2 Yes Yes Yes j=1 j=1
3toX+1 No Yes No
242 to 21 No  Yes Yes For statd = 3,..., 21,
AR} Yes No No
K+l o Yes No Yes P = P(Tsi<h,Twi-s1>h, Taks > h)Bs1
2143t032+1 No No No — [1—exp(—ih)]
324421022 No No Yes jlel )
x exp(— > /\jh>ﬁ51
(a) State 1: the previous process steps and the current jeWi-SpUS,

process are all n pqntrol and there are ho false where (Tsy < h) means that the arrival times of all the
alarms for t_he individualY chart and multiple assignable causes in s&t are all smaller tharh, i.e.
b (éause;elﬁctlng chart. dth (Taj < h,Aj € §), and (Twi-s1 > h) means that the
(b) State 2: the Previous process steps an the currenty iyal times of all the assignable causes which an/in
process are all in control, but there is at least one | . o inS, are all greater thah, i.e. (Ta; > h, Aj €
false alarm for the charts. (Wi — S1)). For statd — 2¢ 1 2 ok =
(c) State 3 to statek2+ 1: some previous process steps ' ’
are out of control because of the occurrence of the P = P(Ts; < h, Twi-s1> h, Tak+1) > h)(1— Bs1)

uncontrollable assignable causes in Setand the
current process is in control, but there are no alarms = [ [ [1—exp(—4; h)]exp(— YA h)
for the charts. The number of such statestis-2. jes jeWi—-SpUS,
(d) State 8+ 2 to state #™1: some previous process x(1— Bs1
steps are out of control because of the occurrence pok+1 4 1)
of the uncontrollable assignable causes ingeind
the current process is in control, and there are at least P(Tar >N, Taz > ... Tak > 0, Takss) < Wps2
one alarm for the charts. The number of such states K
is X _1 = exp< =2 h)[l — exp(—Akt1h)] Bs2
(e) State B*1 + 1: the previous process steps are in il =t
control and the current process is out of control be- P2 +2)
cause of the occurrence of the controllable assignable = P(Ta1 > h, Ta2 > h,..., Tak > h, Tax+1) < h)
cause, but there are no alarms for the charts. x(1— Bs2)
(f) State ¥*1 4 2: the previous process steps are in K
control but the current process is out of contr_ol be- — exp(— Z)‘i h)[l — exp(— Akt (L — Bs2)
cause of the occurrence of the controllable assignable im1
cause, and there is at least one alarm for the charts.
(g) State ¥+1+ 3 to state 2%+1: some previous process For statd = 2143 ... 32641,
steps are out of control because of the occurrence of
P = P(Ts1<h, Two—s1>h, Taks1 < h)Bs12

the uncontrollable assignable causes in Setind
the current process is out of control because of the
. = 1—exp—Ajh)]exp| — Ajh
occurrence of the controllable assignable cause, but .H[ =Ai] p( . Z : )
j€S12 jeWi—S)

there are no true alarms for the charts. The number « B

of such states isk2- 1. S12
(h) State 2K 4+ 2 to state #t2: some previous process For statd — 32K 42, ... 2k+2

steps are out of control because of the occurrence

of the uncontrollable assignable causes ingeind P = P(Tsi<h, Twi—s1>h, Tax+y <h)(1—Bs12
the current process is out of control because of the

occurrence of the controllable assignable cause, and = H [1—exp(—4; h)]exp(— . > A h)
there is at least one true alarm for the charts. The JeS12 JeWi=Sy)
number of such states i§ 2 1. x(1-Ps12)

Table2 displays the possible states of the system, the
expected residual cycle times and the associated proba-
bilities. Consequently,

The probability for each state is calculated as follows.

Pr = P(Tar>hTaz>h, ..., Taks+n > (1 —a)
k+1 ok+2
= [P >ma-w E(T) =h+ PLET) + P, EMT) + T+ Y _ P R.
j=1 i=3

01998 John Wiley & Sons, Ltd. Qual. Reliab. Engng. Intl4: 347-355 (1998)
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Table 2. Probability and expected residual cycle time for each state

State Probability Expected residual cycle time
k+1
1 P1:eXp<—ZAjh>(1—a) Ry = E(T)
j=1
k+1
2 P2:exp<—ZAjh)oe Ro =Ty +E(T)
j=1
3toX+1 P = H[l—exp(—kjh)]exp<— Z Ajh>ﬁ51 R =h/(1—Bs1) + Tsrs1
jest jeWL—-SHUS,
24210 2+ P=T] [1—exp<—x;h>]exp(— ) Mh)(l—ﬂsﬂ R = Tars1
jest jeW—SHUS
k
ZALE | P = exp(— Aj h) [1—exp(—Ak+1M)]Bs2 R =h/(1—Bs2) + Tsrs2
j=1
k
2142 R = exp( - le h) [1—exp(—Ak+1](1— Bs2) R =Tss2
j=1
X113t032%+1 P = l_[ [1—exp(—Ajh)] exp( - Z Aj h) (Bs12) R =h/(1-Bs12 + Tsrs12
€S2 jeWi—$)
32K 4210 X2 R=]][L—exp—2 h)]exp( - YA h) (1-Bs1) R =Tssi2
i€S2 je(Wi—S)
Simplifying this, we get Application of Optimal Multiple Cause-Selecting Control

et Chart and Individual Y Control Chart
+ 1) . o . ,
1-Pi—P 1-P1—P; We illustrate the application of the optimal multiple
cause-selecting control chart and individualcontrol

In order to obtain an expression for the expected cy- ; i . !
cle cost (EC)), we decomposed the cycle cost into the chart in this subsection. Suppose that the approximate

following two components: (1) the cost incurred in the OPtimal valuesh®, ki andk; have been obtained using
first sampling and testing; (2) the expected residual cost, 21 OPtimization technique. That is, the upper and lower
which is the cost incurred from the time that the pro- control limits of the optlmal individualy' chart are set
cess is influenced by any one assignable cause until alldt # +kjo andu —kjo (if 4 ando are unknown, we
occurred assignable causes are repaired. We present th#S€Y (sample mean) an8 (sample standard deviation)
possible states of the system, the costs incurred in the first!C €Stimate them) respectively for the plotted statistic

sampling and testing and the expected residual costs inYi- 1he upper and lower control limits of the optimal
Table3. Consequently. multiple cause-selecting chart are sekatand —k; re-

spectively for the plotted statisti€;, or set ak;+/MSE

E(C) = Pi[(b+Coh)+E(C)] and—k;+/MSE respectively for residuats. To monitor
ok+2 the process states, evdry hours a sample with size one
+Py[(b+Coh) +E(C)+C]+ YRR (X1, X2, Xai,..., Y;) is taken and tested. There are three
i=3 possible test results for the multiple process steps. These

outcomes and the associated various actions are given

Simplifying this, we get ) N .
in Table 4. Combination 1 means that all the previous

kt2 d current process steps are in control, so the process
(PL+ P2)(b+Coh) + PGt Y2, PR and | _ ,
EC) = — 21_ =) —0P2 =+ 1_' ;1_' ::12 2 continues and the next sample is taken afterhours.

Combination 2 means that some previous process steps
Applying the property of the renewal reward are out of control but the current process is in control,
process 12|, the objective function (the expected hence the process has to be stopped and the preceding
cost per unittime) BV is derived by taking the ratio of  process steps need to be check and repaired. Combina-
the expected cycle cost €] and the expected cycle time tion 3 may mean that the previous process steps are in

E(T): E(Vs) = E(C)/E(T). The objective functionisa  control but the current process is out of control, hence the
function of the design parametdrsk; andk;. Hence the process has to be stopped and the current process needs to
optimal design parameters of the proposed control chartsbe check and repaired; or some previous process steps and
can be determined by minimizing the objective function. the current process are out of control, hence the process

01998 John Wiley & Sons, Ltd. Qual. Reliab. Engng. Intl4: 347-355 (1998)



352 S.F. YANG

Table 3. Cost for each state

State Cost in first sampling and testingexpected residual cost]
1 R] =b+Coh+[E(C)]
2 R, =b+Coh+[Ct +E(C)]
m
3t0X+1 R =b+Cora.sy+ Y Cj-1(x(j.sn — 7(j-1.51) + Cm(h — T(m,s1) + [NCm/(1— Bs1) + Csrs1]
j=2
]m
24210 21 R =b+Cora.sy+ Y Cj-1(x(j.sn — 7(j-1.53) + Cm(h — 7(m,s1) +[Csrsi
j=2
241 R = b+ Cot1,52 +C1(h — 7(1,52) + [NC1/(1— Bs2) + Carsd
24142 R =b+Cor(1,s9 +C1(h—1(1,52) +[Csrsd

mil
2+1431032+1 R =b+Corasia +Z Cj—1(r(j,512 — 7(j-1,512) +Crmp1(h — Tmy1,512) +[NCrny1/ (1 — Bs12) +Csrs1d
iz
m+1
3.2 4210 X+2 R =b+Corw.s12+ ) Cj-1(r(j.s12 — 7(j-1.512) + Cmy1(h — Tm11.512) +[Csrs13
i=2

Note:mis the number of assignable causesirandm+ 1 is the number of assignable causeSin

Table 4. Decision rules Table 5. Data and residual values for example
Individual Cause-selecting Action No. X Yi \% eg=Yi-Yi
Y chart chart process
L h . 1 85 99 91.772 22803
Combination  signal? signal? stops? 5 82 93 91552 nasa7
1 No No No 3 75 99 95.289 F1065
2 Yes No Yes 4 74 97 95.625 B7534
sear(_:h and 5 76 90 94811 —-4.81102
repairS 6 74 96 95.625 (37534
3 Yes Yes Yes 7 73 93 95.77 —2.77026
search and 8 93 109 110.029 —1.02874
repair Ax+1 9 70 88 94.602 —6.60206
or 10 82 89 91.552 —2.55153
search and 11 80 93 92.401 59898
repairS 12 77 94 94.236 —0.23634
and Ax+1 13 82 86 91.552 555153
14 76 91 94.811 —3.81102
15 74 100 95.625 87534
has to be stopped and the previous process steps and the 16 71 98 95306 B9436
17 70 101 94.602 89794

current process need to be checked and repaired.

The multiple cause-selecting chart is used in
conjunction with the individual¥ chart for the multiple
dependent process steps. We find that they can distinguisha, can only affect the current process but no previous
the uncontrollable assignable causes and controllablesubprocess. We adopt 18 sets of observed data from Ref-
assignable cause effectively. erence 13, p. 835 (see Tabls).

The variables measured wer¥ = fibre length
(102 inch) for the preceding step anti= skein length
AN EXAMPLE (Ib) for the final step. The 18 data points are used to

] ] establish the relationship between the two variables and
A two-dependent-step process is performed to illustrate i caiculate the control limits, since these points are

the approach proposed. Let represent the incoming  gptained when the process is in control.
quality measurements of interest for the preceding step  The relationship betweeX and Y is found using

of the process and |et (overall quality) represent the |gast squares regression withas the dependent variable

quality measurement of interest for the current (final) 434X as the independent variable. The least squares fit
step. Suppose that a sample with size one is taken at theyptained is

end of the final process evehyhours and observations

(Xi,Y;) are measured on the same item of production. Y, = —3558+ 142X — 1.82X2+ 0.00778X3

A process is out of control when it is influenced by

assignable causes. We assume that there are an uncon- The next step is to calculate the residuals for the 18
trollable assignable cause and a controllable assignableobservations. The residuals are given in Téble

cause, sayA; and Ay. A; can only affect the previous Next the control limits of the cause-selecting chart for
process and cannot be controlled at the current processthe residuak;, and the individual chart are calculated.

18 64 80 80.842 —-0.84194
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The centreline and control limits of the simple cause-
selecting chart are

UCL = kovMSE=4.36k,
CL = 0
LCL —kovMSE = —4.36ky

The centreline and control limits of the individbakchart
are

UCL Y + ki S=94.22+6.58k;
CL = Y
LCL = Y- k1S =94.33—6.58k;,

whereY is the average of the 18s andSis the standard
deviation of the 18 observations.

Let Bs2 = Bow, Bs1= B10, Bs12= P11, Tsrs1= Tsrs2=
Tsr, Csrs1 = Csrs2 = Csr, T(1,{A1) = T1r T2 {A) = T2,
T(L (AL Ag)) = T(D)» T2 (A1 Aoh) = T(2), 851 =85 = 61, 8s2=
8S, =82 andds12= 63,,= 812, Where:

Boz1 the probability that there are no alarms for the charts
given that previous process is in control and the
current process is out of control

B1o the probability that there are no alarms for the charts
given that the previous process is out of control and
the current process is in control

B11 the probability that there are no alarms for the charts

given that the previous process and the current pro-

cess are both out of control

Tsr the time of search and repair of any assignable cause
when there is at least one true alarm for the individual
Y chart and cause-selecting chart

Csr the cost of search and repair of any assignable cause
when there is at least one true alarm for the two
charts

1 the expected arrival time of assignable cause

given that it occurred in the first sampling and testing
interval,j = 1,2, i.e.

1—e MM —ajhe?ih
Aj(1—eri

7 = E(Taj|Taj <h) =

7(j) the expected arrival time of theh arrived assignable
cause given tha#A; and Ay occurred in the first
sampling and testing interval,= 1,2, i.e.

1w = (& PN+ 1/ +1/h2— 1/ (A1 + A2)]
—e Mo — e 3 + 1/ (M 4 22)}
/[(1—e M) (1 —e2)]

10 = (& MH2Nh 41/ + A2)] — e/ (h+1/4)
—e M+ 1/30) + 1A+ /A0 — 1/(h1+ 22))
lA—eMa—e]

(for proofs see Referencé4])
81 the mean shift size df; standard deviation when the

preceding process is influenced by assignable cause

Ar
82 the mean shift size df, standard deviation when the
current process is influenced by assignable c#yse

01998 John Wiley & Sons, Ltd.
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Table 6. Definition of each state

Previous  Current At least one alarm
process process for cause-selecting
stepsin in chart and individual

State  control?  control? X chart?

1 Yes Yes No

2 Yes Yes Yes

3 No Yes No

4 No Yes Yes

5 Yes No No

6 Yes No Yes

7 No No No

8 No No Yes

8§12 the mean shift size @2 standard deviation when the

current process is influenced by assignable ca\sse
and the preceding process is influenced by assignable
causeA;.

It is noted that the numerical calculations toy 8o,

B1o0andpBi1 are not easy because the individatontrol
chart and multiple cause-selecting control chart are not

independent. We do know that> a1 +af — 107, f10 <

B1(1—ai), Bor < P25 andpia < Bi2f5, wherews is the
probability that the individua¥ chart has a false alarm,

ay is the probability that the multiple cause-selecting

chart has a false alarnfi; is the probability that the
individual Y chart has no true alarm given that the overall
quality is influenced byA;, g5 is the probability that the

multiple cause-selecting chart has no true alarm given

that the specific quality is influenced b, B2 is the

Sprobability that the individua¥Y chart has no true alarm

given that the overall quality is influenced By, andgi2

is the probability that the individuaf chart has no true
alarm given that the overall quality is influenced By
andA;. To simplify the calculation, we let = a3 + o3 —
araf, Pro= P1(l—ai), Por = B2B; and B11 = P12p;.
Without losing generality, the optimal design parameters
for the proposed control charts with required powers will

be obtained.

There are eight possible states at the end of the first
sampling and testing time. Tabtegives the definitions
of the eight states. The probability and expected residual
cycle time for each state and the cost for each state are
presented in Tablesand8 respectively.

Before determining the optimal values kf, ko and
sampling intervah, we apply equations (1) and (2) to
obtain the expected cost per hour for the simple case of a
two-step process. Hence the expected cycle time is

E(T) = [h+e WHNgTyq (1—e Gty
+(1—e M e 2 "hB1o/(1— 10)
+e M (1 — e *2MhBo1/(1— Boy)
+(1—e MM A —e*MhB1/(1— 1]
/[1— e Gatialh] ©)

The expected cycle cost is

{b+Cgh g (Gatih ef()hl+)hz)hacf
+(1—e M1t Cy 4 [Cory + Ca(h — 11)]

E(C)
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Table 7. Probability and expected residual cycle time for each state

State Probability Expected residual cycle time
1 P =e*he2N(1—q) Ry =E(T)

2 P, = g *thgtahy Ro =T +E(T)

3 Py = (1—eh)e*hgy, R =h/(1—B10)+ Tsr

4 R=@1-ehe N1 fo) Ri=Ts

5 Ps = e MN(1—e*2M) gy Rs =h/(1—Bor) + Tsr

6 Ps = e N (1—e*2N)(1- B1g) Re = Tsr

7 P;=(1—eM(1-e Mgy Rz =h/(1—B11) + Tsr

8 Pg=(1—e M) (1—e M) (1—p11) Re = Ter

Table 8. Cost for each state

State Cost in first sampling and testingexpected residual cost]

1 R, = b+ Coh +[E(C)]

2 R, = b+ Coh+[Ci+E(C)]

3 R, =b+Cor1 +C1(h—11) +[hC1/(1— B10) +Csl]

4 Rﬁl =b+Cor1 +C1(h—11) +[Cs/]

5 Rt = b+ Cor2+Ca(h —12) +[NC1/(1— Bo1) + Csl]

6 R; = b+ Cor2+ Ca(h — 72) +[Cqfl

7 R; = b+ Cor(y) + (t(2) — 7(1)) (C1r1+ C1r2) /(A1 +12) + Co(h — 7(2)) +[NC2/(1— B11) + Csfl
8 Rg = b+ Cot(1) + (1) — (1)) (C1r1 4 C142) / (k1 +212) + Co(h — 7(2)) +[Csl]

x(1— ety g 22h Table 9. Decision rules
+(1—e M) e*2"hB1oC1/(1 — Bio) Individual Cause-selecting  Action
oy —aah Y chart chart process
HCor2+Cr(h— )] (1 — €2 e Combination  signal? signal? stops?
+(1— e e*"hBo1Ci/ (1 — o) 1 No No No
+[Cotq) + (t2) — 7(1))C1 + Ca(h — 712))] 2 Yes No s\((ezsrch and
x(1—e? M1 —eM repair Ay
+(1— e (1 - e*2hp11Co/ (1~ f1p) 3 ves ves e
_ search an
/(A—e a2l 4) repair Az
or
Consequently, the expected cost per hour is the ratio search and
of the expected cycle cost and the expected cycle time: reraaKAl
E(Vao) = E(C)/E(T). anc

Suppose that the combination of artifical cost and
process parameters ig1(= 3.1, §2 = 2.8, 512 = 3.5,
A1=0.01,12, =0.05,b=5,T5=0.8,T; =0.2,Cp =5,
C1=10,Cy = 25,C; = 30,Cs = 50). In the process of
obtaining the approximate optimal value§ ki andks, 0.1708,85, = 0.1542 anB}; = 0.0292. That is, the upper
we treath, k; andk, as discrete variables and assume that and lower control limits of the optimal individual chart
the values oh, ki andk; are within the ranges 0.0-8.0 should be set at 109.70 and 79.74 respectively. The upper

(0 <h < 8.0andthe unitlength diis 0.1), 0.0-4.0 (G and lower control limits of the optimal cause-selecting
k1 <4.0,0 < kp < 4.0 and the unit lengths & andk; are chart should be set at 7.85 and’.85 respectively. To
0.1) respectively. We also add constraintsg0.1, 810 < monitor the process states, every 8 h a sample with size

0.2, Bo1 < 0.2, B11 < 0.2) to the model, because in many one (Xj, Y;) is taken and tested. There are three possible
economic designs the probability of type | error of control test results for the two subprocesses. These outcomes
charts is much higher than that in a statistical design, and the associated various actions are given in Table
which will result in more false alarms than expecta&][ Combination 1 means that; falls inside the control
and we also hope that the powers of control charts are aslimits of the individualY chart and the cause-selecting
required. The algorithm used to obtain the approximate valueg also falls inside the cause-selecting chart, so the

valuesh*, k7 andk; of the design variablels, k; andk; process continues and the next sample is taken after 8 h.
is the simple grid search method. Consequehtiy- 8.0, Interpretations for combinations 2 and 3 are similar to
Ki =22,k = 1.8, E(Vx) =5.697,0* = 0.0977,8], = that for combination 1.
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