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#### Abstract

Kernel type estimators of the density of continuous time $\mathbb{R}^{d}$-valued stochastic processes are studied. Uniform strong consistency on $\mathbb{R}^{d}$ of the estimators and their rates of convergence are obtained. The stochastic processes are assumed to satisfy the strong mixing condition and the sampling instants are random. It is shown that the estimators can attain the optimal $L^{x}$ rates of convergence.


AMS classifications: Primary: 62G05; Secondary: 60J25
Keywords: Strong mixing; Density estimation; Kernel; Bandwidth

## 1. Introduction

This paper is concerned with the estimation of the marginal probability density function $f(x)$ of a stationary continuous-time $\mathbb{R}^{d}$-valued process $X=\{X(t)$, $-x<t<x\}$ on the basis of the discrete time samples $\left\{X\left(t_{k}\right)\right\}, 1 \leqslant k \leqslant n$, where the sampling instants $\left\{t_{k}\right\}$ are random. As an estimator of $f(x)$ we shall consider the kernel estimate defined by

$$
f_{n}(x)=\left(n b_{n}^{d}\right)^{-1} \sum_{j=1}^{n} K\left(\left(x-X\left(t_{j}\right)\right) / b_{n}\right)
$$

where $K$ is a kernel function and $\left\{b_{n}\right\}$ is a sequence of bandwidths tending to zero as $n$ tends to infinity.

Density estimation has been studied extensively since the works of Rosenblatt (1956) and Parzen (1962). Under dependent situations, kernel type density estimators

[^0]have been investigated by Masry (1983, 1986), Robinson (1983), Roussas (1988) and Tran (1989a, b, 1993) for various weakly dependent processes. Györfi et al. (1988) studied the uniform convergence and the $L_{1}$ convergence of $f_{n}$ under different mixing conditions. Masry (1983) investigated the random sampling case considered in the present paper.

Assume that $X_{t}$ satisfies the strong mixing condition defined below.

Definition 1.1. Let $\mathscr{F}_{-\infty}^{0}$ and $\mathscr{F}_{\tau}^{\infty}$ denote, respectively, the $\sigma$-fields generated by $X(t)$, $t \leqslant 0$ and by $X_{t}, t \geqslant \tau$. Then $X_{t}$ is strong mixing if

$$
\alpha(\tau)=\sup \left\{|P(A \cap B)-P(A) P(B)|: A \in \mathscr{\mathscr { F }}_{-\infty}^{0}, B \in \mathscr{\mathscr { F }}_{\tau}^{\infty}\right\} \downarrow 0 .
$$

The strong mixing condition is well known to be weaker than many dependence conditions, for example, the absolutely regular condition or the $\phi$-mixing condition. For more information on strong mixing processes, see Rosenblatt (1956), or Roussas (1988).

The purpose of this paper is to establish weak conditions under which $f_{n}$ converges to $f$ a.s. and uniformly on $\mathbb{R}^{d}$, and also to obtain sharp rates of convergence of $f_{n}$ to $f$. The rates of convergence obtained are sharp. From Theorem 3.1, it follows that $f_{n}$ can achieve the uniform rate of convergence on $\mathbb{R}^{d}$ of order $\left(n^{-1} \log n\right)^{1 /(d+2)}$, which is the optimal uniform rate of convergence on compacts for nonparametric estimators of a density function (see Stone, 1983). The letter $C$ will be used to denote a generic constant. All limits are taken as $n \rightarrow \infty$ unless indicated otherwise.

## 2. Assumptions and preliminaries

Assumption 1. The density $f(x)$ is bounded.

Assumption 2. The kernel $K$ is a probability density function defined on $\mathbb{R}^{d}$. In addition $K$ satisfies a Lipschitz condition $|K(x)-K(y)|<C\|x-y\|$, where $\|\cdot\|$ is the usual norm on $\mathbb{R}^{d}$.

Assumption 3. The process $X_{t}$ is strong mixing and the strong mixing coefficient satisfies $\int_{0}^{\infty}(1+\tau)[\alpha(\tau)]^{\rho} \mathrm{d} \tau<\infty$ for some $0<\rho<1$.

We assume that the sampling instants $\left\{t_{k}\right\}$ are random, constituting a renewal process on $[0, \infty)$. Let $\left\{\tau_{k}\right\}, 1 \leqslant k<\infty$, be a sequence of i.i.d. random variables with a common distribution $G(x)$ on $[0, \infty)$ with $G(0)=0$ and a finite mean $\int_{0}^{\infty} x \mathrm{~d} G(x)=1 / \beta<\infty$. The sampling instants are defined by $t_{k}=\sum_{i=1}^{k} \tau_{i}, k=1$, $2, \ldots$.

Assumption 4. The renewal-type sampling instants $\left\{t_{k}\right\}$ have an intensity density $g(x)$ on $[0, \infty)$ and the second-order differential $m(x)$ satisfies $m(x) \leqslant C(1+x)$ on $[0 . x)$ where $C$ is a constant.

Let $G_{k}(x)$ be the cumulative distribution function of $t_{k}$. If $G(x)$ is absolutely continuous with density $g(x)$ then $G_{k}$ has a derivative, say, $g_{k}(x)$, which is the probability density function of $t_{k}$. Define then $m(t)=2 \sum_{k=1}^{k} k g_{k}(t), t>0$. The quantity $m$ is often referred to in the renewal theory literature as the second-order factorial density.

Assumption 5. The joint probability density $f(x, y ; \tau)$ of $\left(X_{0}, X_{\tau}\right)$ exists and satisfies

$$
p(x, y ; s) \equiv \int_{0}^{\infty} f(x, y ; \tau+s) g(\tau) \mathrm{d} \tau \leqslant C<x
$$

for all $x, y$ and $s \geqslant 0$.
Denote

$$
\psi(n, 1)=(\log n)^{1 / 2} /\left(n b_{n}^{d}\right)^{1 / 2}
$$

Assumption 6. For some $t>0$,

$$
\begin{align*}
& (\psi(n .1))^{-1} \sup _{\| x \mid \geqslant n^{\prime}}|f(x)|=O(1)  \tag{2.1}\\
& \sum_{n=1}^{1} n\left(1-\int_{|x| x>n^{\prime}} f(x) \mathrm{d} x\right)<x \tag{2.2}
\end{align*}
$$

## Assumption 7. Assume

$$
\begin{equation*}
(\psi(n, 1))^{-1} b_{n}^{-d} \sup _{x i \geqslant n^{\prime \prime}} K\left(x / b_{n}\right)=\mathrm{O}(1) . \tag{2.3}
\end{equation*}
$$

Note that the constant / in Assumptions 6 and 7 are identical.
Assumption 8. Let $0<\tau<1 / 2$. Denote

$$
\because=-(d / 2)(d+3+\tau), \quad a(n, 1) \equiv n^{(1 / 2)(2 / d+d+\tau+1)} b_{n}^{\gamma}(\log n)^{(1-d-\tau) 2}
$$

Define

$$
\alpha(2 \tau, p) \equiv \int(\alpha(s))^{2 \tau} \mathrm{~d} G_{p}(s),
$$

and

$$
\begin{equation*}
\psi(n, 2) \equiv a(n, 1) \chi(2 \tau, p) \tag{2.4}
\end{equation*}
$$

with

$$
\begin{equation*}
p=\left[(\psi(n, 1))^{-1}\right] \tag{2.5}
\end{equation*}
$$

where $[x]$ denotes the integer part of $x$. Suppose $b_{n}$ tends to zero in a manner that

$$
\begin{equation*}
\psi(n, 2) h(n) \rightarrow 0 \tag{2.6}
\end{equation*}
$$

for some function $h(n)>0$ with $\sum_{n=1}^{\infty}(1 / h(n))<\infty$ and for some $0<\tau<\frac{1}{2}$.

Lemma 2.1. Let $X_{t}$ satisfy the strong mixing condition. Let $X$ and $Y$ be random variables measurable with respect to $\mathscr{F}_{-\infty}^{0}$ and $\mathscr{F}_{\tau}^{\infty}$, respectively. Assume that $\|X\|_{2+\delta}<\infty$ and $\|Y\|_{2+\delta}<\infty$, where $\|X\|_{2+\delta}=\left(E|X|^{2+\delta}\right)^{1 /(2+\delta)}$. Then

$$
|E X Y-E X E Y| \leqslant 10\|X\|_{2+\delta}\|Y\|_{2+\delta}\{\alpha(\tau)\}^{\delta /(2+\delta)}
$$

For a proof, see Deo (1973, Lemma 1, p. 871).
Let

$$
\begin{equation*}
K_{n}(x)=\left(1 / b_{n}^{d}\right) K\left(x / b_{n}\right) \tag{2.7}
\end{equation*}
$$

Then

$$
\begin{equation*}
f_{n}(x)=(1 / n) \sum_{j=1}^{n} K_{n}\left(x-X\left(t_{j}\right)\right) \tag{2.8}
\end{equation*}
$$

Define

$$
\begin{aligned}
& I_{n, 0}(x) \equiv(1 / n) \operatorname{var} K_{n}[x-X(0)] \\
& I_{n, k}(x) \equiv(1 / n)\left(1-\frac{|k|}{n}\right) \operatorname{cov}\left\{K_{n}\left[x-X\left(t_{|k|}\right)\right], K_{n}[x-X(0)]\right\}
\end{aligned}
$$

Then

$$
\begin{equation*}
\operatorname{cov}\left\{f_{n}(x), f_{n}(y)\right\}=I_{n, 0}(x)+\sum_{\substack{k=-(n-1) \\ k \neq 0}}^{n-1} I_{n, k}(x) \tag{2.9}
\end{equation*}
$$

Denote

$$
\begin{equation*}
J_{n}(x)=\sum_{\substack{k=-(n-1) \\ k \neq 0}}^{n-1}\left|I_{n, k}(x)\right| . \tag{2.10}
\end{equation*}
$$

Lemma 2.2. If Assumptions 1-5 are satisfied, then
(i) $n b_{n}^{d} \sup _{x \in \mathbb{E P}^{d}} I_{n, 0}(x) \leqslant C$,
(ii) $n b_{n}^{d} \sup _{x \in \mathbb{R}^{d}} J_{n}(x) \leqslant C$.

We will need the following result from Bradley (1983):

Lemma 2.3. Suppose $X$ and $Y$ are random variables taking their values on $\mathscr{S}$ and $\mathbb{R}$, respectively, where $\mathscr{S}$ is a Borel space; suppose $U$ is a uniform $-[0,1]$ r.v. independent of $(X, Y)$; and suppose $\xi$ and $v$ are positive numbers such that $\xi \leqslant\|Y\|_{v}<x$, where $\|Y\|_{.}$ is as defined in Lemma 2.1. Then there exists a real-valued r.r. $Y^{*}=f(X, Y, U)$ where $f$ is a measurable function from $S \times \mathbb{R} \times[0,1]$ into $\mathbb{R}$, such that
(i) $Y^{*}$ is independent of $X$,
(ii) the probability distributions of $Y$ and $Y^{*}$ are identical, and
(iii) $\left.P\left(\mid Y^{*}-Y\right) \geqslant \xi\right) \leqslant 18\left(\|Y\|_{v /} / \xi\right)^{v /(2 v+1)}[\sup |P(A \cap B)-P(A) P(B)|]^{2 v \cdot 2 v+1}$, where the supremum is taken over all sets $A, B$ with $a \in \mathscr{F}(X), B \in \mathscr{F}(Y)$. Here, $\overline{\mathscr{F}}(X)$. $\bar{F}(Y)$ are the $\sigma$-fields generated by $X$ and $Y$, respectively.

Lemma 2.4. Suppose Assumptions 1-8 hold and $b_{n}$ tends to zero slowly enough that $n b_{n}^{d}(\log n)^{-1} \rightarrow \infty$. Then

$$
\begin{equation*}
\sup _{\mid x: 1 \leqslant-n^{\prime}}\left|f_{n}(x)-E f_{n}(x)\right|=\mathrm{O}(\psi(n, 1)) \text { a.s. } \quad \text { as } n \rightarrow \infty \tag{2.11}
\end{equation*}
$$

Lemma 2.5. Suppose the conditions of Lemma 2.4 hold. Then

$$
\begin{equation*}
\sup _{|x|>2 n^{\prime}}\left|f_{n}(x)-f(x)\right|=\mathrm{O}(\psi(n, 1)) \text { a.s. } \tag{2.12}
\end{equation*}
$$

## 3. Uniform convergence of $\boldsymbol{f}_{n}$

Theorem 3.1. Suppose the conditions of Lemma 2.4 hold. In addition assume

$$
|f(x)-f(y)| \leqslant C\|x-y\|, \quad \int\|x\||K(x)| \mathrm{d} x<\infty
$$

and

$$
\begin{equation*}
(\psi(n, 1))^{-1} b_{n}=\mathrm{O}(1) . \tag{3.1}
\end{equation*}
$$

Then $\sup _{x \in \mathcal{R}^{d}}\left|f_{n}(x)-f(x)\right|=O(\psi(n, 1))$ a.s.
Proof. By the Lipschitz condition of $f$ and since $\int K(x) \mathrm{d} x=1$ and $\int\|x\||K(x)| \mathrm{d} x<x$, following Roussas (1988, p. 141), we have

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{a}}\left|E f_{n}(x)-f(x)\right| \leqslant C b_{n} . \tag{3.2}
\end{equation*}
$$

But $b_{n}=\mathrm{O}(\psi(n, 1))$ by the condition stated in (3.1). The rest of the proof follows from Lemmas 2.4, 2.5 and (3.2).

Example 3.1. We will consider the important case that $\left\{\tau_{k}\right\}$ constitutes an ordinary renewal process with $\tau_{k}$ having a probability density function $\theta \exp \{-\theta x\}$ where $\theta$ is a positive number. In this case $t_{k}$ has the probability density function of a Gamma distribution, namely

$$
\begin{equation*}
\theta(\theta x)^{k-1} \exp (-\theta x) / \Gamma(k) \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(k)=\int_{0}^{\infty} x^{k-1} \mathrm{e}^{-x} \mathrm{~d} x \tag{3.4}
\end{equation*}
$$

We will also assume $\alpha(s)=\mathrm{O}\left(s^{-\kappa}\right)$ for some $\kappa>2$. Then Assumption 3 holds since $\kappa>2$. For sequences of positive integers $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$, we write $a_{n} \sim b_{n}$ if $a_{n} / b_{n} \rightarrow 1$. The sampling intervals $\left\{\tau_{k}\right\}$ have mean value $1 / \theta$. Let $\sigma^{2}$ be the variance of $\tau_{1}$. Following Masry (1983, p. 704), we have

$$
m(t) \sim 2 \theta\left(t_{\theta}^{2} \sigma^{2}\right)=2 \theta(t+1)
$$

which shows that Assumption 4 holds.
Using (3.3),

$$
\begin{equation*}
\hat{\alpha}(2 \hat{\tau}, p)=\left(\theta^{p} / \Gamma(p)\right) \int s^{-2 \kappa \hat{\imath}+p-1} \exp (-\theta s) \mathrm{d} s \tag{3.5}
\end{equation*}
$$

where $\hat{\alpha}(2 \hat{\tau}, p)$ is defined in Assumption 8. Let $t=\theta s$. Then

$$
\begin{equation*}
\hat{\alpha}(2 \hat{\tau}, p)=\theta^{2 \kappa \hat{t}}(1 / \Gamma(p)) \int t^{-2 \kappa \hat{t}+p-1} \exp (-t) \mathrm{d} t=\theta^{2 \kappa \hat{t}} \Gamma(p-2 k \hat{\tau}) / \Gamma(p) . \tag{3.6}
\end{equation*}
$$

By Stirling's formula

$$
\Gamma(p) \sim(2 \pi / p)^{1 / 2}(p / \mathrm{e})^{p}
$$

which implies that

$$
\begin{equation*}
\hat{\alpha}(2 \hat{\tau}, p) \sim \theta^{2 \kappa \hat{\imath}} p^{-2 \kappa \tau} \tag{3.7}
\end{equation*}
$$

By (2.5) and (3.7),

$$
\begin{equation*}
\hat{\alpha}(2 \hat{\tau}, p) \sim \theta^{2 \kappa \hat{t}} \psi(n, 1)^{2 \kappa \hat{t}} \sim \theta^{2 \kappa \hat{\imath}}\left(n b_{n}^{d} / \log n\right)^{-\kappa \tau} \equiv a(n, 2) . \tag{3.8}
\end{equation*}
$$

Using (2.4), (3.8) and the value of $\gamma$ given in Assumption 8,

$$
\begin{equation*}
\psi(n, 2) \sim a(n, 1) a(n, 2) \tag{3.9}
\end{equation*}
$$

Choose

$$
h(n)=\widehat{h}(n) \equiv n \log n(\log \log n)^{1+\varepsilon},
$$

where $\varepsilon$ is an arbitrary positive integer. Then $\sum_{n=1}^{\infty}(1 / h(n))<\infty$ and using (3.9), it is clear that (2.6) is satisfied if

$$
\begin{equation*}
a(n, 1) a(n, 2) h(n) \rightarrow 0 . \tag{3.10}
\end{equation*}
$$

After a simple computation using the definitions of $a(n, 1), a(n, 2)$ and $h(n)$, we obtain that (3.10) holds if

$$
\begin{equation*}
n^{(1 / 2)(2 / d+d+\hat{i}+3)-\kappa \hat{t}} b^{(d / 2)(-d-3-\hat{t}-2 \kappa \hat{t})}(\log n)^{(13-d-\hat{i}) / 2)+\kappa \hat{t}}(\log \log n)^{1+\varepsilon} \rightarrow 0 \tag{3.11}
\end{equation*}
$$

For definiteness, let us assume further that $b_{n}=n^{-\beta}$ for some $\alpha>\beta>0$. Then (3.11) is satisfied if

$$
\begin{equation*}
\beta(d / 2)(-d-3-\hat{\tau}-2 \kappa \hat{\tau})>(1 / 2)(2 / d+d+\hat{\tau}+3)-\kappa \hat{\tau}, \tag{3.12}
\end{equation*}
$$

for some $0<\hat{\tau}<\frac{1}{2}$. Both the left-hand side and the right-hand side of (3.12) are continuous functions of $\hat{\tau}$. Thus (3.12) holds for some $0<\hat{\tau}<\frac{1}{2}$ if it holds for $\hat{\tau}=\frac{1}{2}$. that is.

$$
\begin{equation*}
\frac{1}{2} \beta d\left[-d-\frac{7}{2}-\kappa\right]>\frac{1}{2}\left[2 / d+d+\frac{7}{2}\right]-\frac{1}{2} \kappa . \tag{3.13}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\beta<\frac{2 \kappa-4 / d-2 d-7}{d(2 \kappa+2 d+7)} \tag{3.14}
\end{equation*}
$$

Suppose that $|f(x)|=O\left(\|x\|^{-r}\right)$ as $\|x\| \rightarrow \alpha$ for some $r>0$. Then

$$
\begin{equation*}
\left(1-\int_{|x|<n^{\prime}} f(x) \mathrm{d} x\right)=\int_{x \mid>n^{\prime}} f(x) \mathrm{d} x \leqslant C \int_{x \mid>n^{\prime}}|x|^{-r} \mathrm{~d} x \leqslant C n^{\prime}(-r+d) \tag{3.15}
\end{equation*}
$$

Thus (2.2) is finite if

$$
\begin{equation*}
\sum_{n=1}^{\prime} n^{1+/(-r+d)}<\infty \tag{3.16}
\end{equation*}
$$

which is in turn satisfied if $t>2 /(r-d)$ for some $r$ greater than $d$.
Now

$$
\begin{equation*}
\sup _{x \mid \geqslant n^{\prime}}|f(x)| \leqslant C n^{-r} \tag{3.17}
\end{equation*}
$$

Note that $\psi(n, 1)=(\log n)^{1 / 2} n^{(\beta d-1) / 2}$. Using (3.17), it is seen that (2.1) holds since

$$
\begin{equation*}
(\log n)^{-1 / 2} n^{(1-\beta d) / 2} n^{-r^{\prime}}=\mathrm{O}(1) \tag{3.18}
\end{equation*}
$$

Assume $K(x)=\mathrm{O}\left(\|x\|^{-s}\right)$ for some $s>\frac{1}{2} d$ as $\|x\| \rightarrow \infty$. Then (2.3) is valid if

$$
(\log n)^{-1} n^{1-\beta d+2 \beta d-2 / s-2 \beta s}=O(1)
$$

which follows if $\beta>(1-2 f s) /(2 s-d)$. Finally, condition (3.1) is satisfied if $n b_{n}^{d+2} \log n^{-1}=\mathrm{O}(1)$, which holds for $b_{n}=n^{-\beta}$ as long as $n n^{-\beta(d+2)} \log n^{-1}=\mathrm{O}(1)$, or $\beta>1(d+2)$.

Summarizing, we have the following:

Proposition 3.1. Suppose that $\left\{\tau_{k}\right\}$ constitutes an ordinary renewal process with $\tau_{k}$ having a probability density function $g(x)=0 \exp \{-0 x\}$ where 0 is a positice number.

Suppose that Assumptions 1, 2, 5 hold and $\alpha(s)=\mathrm{O}\left(s^{-k}\right)$ for some $\kappa>0$. In addition, assume that

$$
|f(x)|=\mathrm{O}\left(\|x\|^{-r}\right) \quad \text { for some } r>d
$$

and

$$
K(x)=\mathrm{O}\left(\|x\|^{-s}\right) \text { for some } s>\frac{1}{2} d
$$

as $\|x\| \rightarrow \infty$. Let $b_{n}=n^{-\beta}$ where $\beta>0$ satisfies

$$
(2 \kappa-4 \ell d-2 d-7) /(d(2 \kappa+2 d+7))>\beta>\max \{(1-2 \ell s) /(2 s-d), 1 /(d+2)\}
$$

for some $\ell>2 /(r-d)$. Then $\sup _{x \in \mathbb{R}^{\&}}\left|f_{n}(x)-f(x)\right|=\mathrm{O}(\psi(n, 1))$ a.s.
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## Appendix A

## Proof of Lemma 2.2. (i) Clearly

$$
\begin{equation*}
n b_{n}^{d} I_{n, 0}(x) \leqslant \int\left(1 / b_{n}^{d}\right) K^{*}\left((x-u) / b_{n}\right) f(u) \mathrm{d} u \tag{A.1}
\end{equation*}
$$

with $K^{*}=K^{2}$. Set $v=(x-u) / b_{n}$. Since $f$ is bounded by Assumption 1 and $K^{*}$ is integrable by Assumption 2,

$$
\int\left(1 / b_{n}^{d}\right) K^{*}\left((x-u) / b_{n}\right) f(u) \mathrm{du} \leqslant C \int K^{*}(v) \mathrm{d} v \leqslant C
$$

(ii) Write

$$
\begin{equation*}
J_{n}(x)=2 \sum_{k=1}^{c(n)}\left|I_{n, k}(x)\right|+2 \sum_{k=1}^{c(n)}\left|I_{n, k}(x)\right|=J_{1 n}(x)+J_{2 n}(x) \tag{A.2}
\end{equation*}
$$

where $c(n)$ is a positive integer satisfying $c(n) \rightarrow \infty$ and $c(n) b_{n}^{d}=\mathrm{O}(1)$. Then

$$
\begin{equation*}
J_{1 n}(x) \leqslant(2 / n) \sum_{k=1}^{c(n)} \iint_{\mathbb{R}^{d} \times \mathbb{R}^{d}}\left|K_{n}(x-u) K_{n}(x-v) \| q_{k}(u, v)-f(u) f(v)\right| \mathrm{d} u \mathrm{~d} v \tag{A.3}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{k}(u, v)=\int f(u, v ; t) \mathrm{d} G_{k}(t) \tag{A.4}
\end{equation*}
$$

Following Masry (1983) and using Assumption 5, we have $\left|q_{k}(u, v)\right|<C$ for all $u, v$ and $k \geqslant 1$. Therefore,

$$
\begin{equation*}
\sup _{x \in \mathbb{\mathbb { R } ^ { \prime }}} J^{1 n}(x) \leqslant C /\left(n b_{n}^{d}\right) . \tag{A.5}
\end{equation*}
$$

Clearly,

$$
J_{2 n}(x)=2 \sum_{k=c(n)+1}^{n-1} n^{-1}\left(1-\frac{k}{n}\right)\left|\operatorname{cov}\left\{K_{n}\left[x-X\left(t_{k}\right)\right] . K_{n}[x-X(0)]\right\}\right| .
$$

By Assumptions 3 and 4

$$
\begin{equation*}
\hat{\alpha}(\rho, k)<\infty . \tag{A.7}
\end{equation*}
$$

Employing Lemma 2.1 with $\delta-2 \rho /(1-\rho)$,

$$
\begin{equation*}
\left|\operatorname{cov}\left\{K_{n}\left[x-X\left(t_{k}\right)\right], K_{n}[x-X(0)]\right\}\right| \leqslant C\left(1 / b_{n}^{d}\right)^{1+\rho} \hat{\alpha}(\rho, k) . \tag{A.8}
\end{equation*}
$$

Note that the constant $C$ in (A.8) is independent of $x$. Using Assumptions 3 and 4 and following the argument of Theorem 7 of Masry (1983), we obtain

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{*}} J_{2 n}(x) \leqslant C /\left(n b_{n}^{d}\right) . \tag{A.9}
\end{equation*}
$$

The proof of (ii) follows by combining (A.2), (A.5) and (A.9).

Proof of Lemma 2.4. The proof of this lemma uses similar techniques employed in Tran (1989a, b). Let $\hat{\ell}=b_{n}^{(d+1)} \psi(n, 1)$. Then the sphere $\left\{x:\|x\| \leqslant 2 n^{\prime}\right\}$ can be covered with, say $v$, cubes $B_{k}$ 's having sides of length $\hat{l}$ and center at $x_{k}$, where $r \leqslant C n^{\prime d}\left[b_{n}^{(d+1)} \psi(n, 1)\right]^{-d}$. Now

$$
\begin{aligned}
\sup _{, 1 \leqslant \prime \prime}\left|f_{n}(x)-E f_{n}(x)\right| \leqslant & \max _{1 \leqslant k \leqslant r} \sup _{x \in B_{k}}\left|f_{n}(x)-f_{n}\left(x_{k}\right)\right|+\leqslant \max _{1 \leqslant k \leqslant r}\left|f_{n}\left(x_{k}\right)-E f_{n}\left(x_{k}\right)\right| \\
& +\max _{1 \leqslant k \leqslant r \sup _{x \in B_{k}}\left|E f_{n}\left(x_{k}\right)-E f_{n}(x)\right| .}
\end{aligned}
$$

For $x \in B_{k}$, by the Lipschitz condition of $K$ in Assumption 2,

$$
\left|f_{n}(x)-f_{n}\left(x_{k}\right)\right| \leqslant C b_{n}^{-(d+1)}\left\|x-x_{k}\right\| \leqslant C b_{n}^{-(d+1)} \hat{\jmath}=\mathrm{O}(\psi(n, 1)) \text { a.s. }
$$

Therefore

$$
\begin{aligned}
& \max _{1 \leqslant h \leqslant r} \sup _{x \in B_{k}}\left|f_{n}(x)-f_{n}\left(x_{k}\right)\right|=O(\psi(n, 1)) \text { a.s. } \\
& \max _{1 \leqslant k \leqslant r \sup _{x \in B_{k}}\left|E f_{n}\left(x_{k}\right)-E f_{n}(x)\right|=O(\psi(n, 1)) \text { a.s. }}^{\text {and }}=\mathrm{O}
\end{aligned}
$$

It remains to show that

$$
\begin{equation*}
\max _{1 \leqslant k \leqslant r}\left|f_{n}\left(x_{k}\right)-E f_{n}\left(x_{k}\right)\right|=\mathbf{O}(\psi(n, 1)) \tag{A.10}
\end{equation*}
$$

Assume $n=2 p q$ for some increasing integer valued function $q=q(n)$, where $p$ is defined in (2.5). Note that $p \rightarrow \infty$ since $n b_{n}^{d}(\log n)^{-1} \rightarrow \infty$ by assumption. Define

$$
\Delta_{j}(x) \equiv K_{n}\left(x-X\left(t_{j}\right)\right)-E K_{n}\left(x-X\left(t_{j}\right)\right) .
$$

Then the random variables $\Delta_{j}$ 's can be grouped successively into $2 q$ blocks of size $p$. Write $S(n, x)$ as $S(n, x)=S(n, x, 1)+S(n, x, 2)$, where

$$
S(n, x, 1)=\sum_{j=1}^{q} V(n, x, 2(j-1)), S(n, x, 2)=\sum_{j=1}^{q} V(n, x, 2 j-1),
$$

with

$$
V(n, x, j)=(1 / n) \sum_{i=(j-1) p+1}^{j p} \Delta_{i}(x) \quad(j=1, \ldots, q)
$$

Note that $S(n, x, 1)$ and $S(n, x, 2)$ are, respectively, the sum of the even-numbered and odd-numbered groups. If $n \neq 2 p q$ then the last blocks of $S(n, x, 1)$ and $S(n, x, 2)$ can be shorter than $p$ but this does not affect the proofs of the results as will be seen. Let $\varepsilon_{n}=\eta \psi(n, 1)$, where $\eta$ is a large number to be specified later. Observe that

$$
\begin{align*}
P\left(\max _{1 \leqslant k \leqslant v}\left|f_{n}\left(x_{k}\right)-E f_{n}\left(x_{k}\right)\right|>\varepsilon_{n}\right)= & P\left(\max _{1 \leqslant k \leqslant v}\left|S\left(n, x_{k}, 1\right)+S\left(n, x_{k}, 2\right)\right|>\varepsilon_{n}\right) \\
\leqslant & P\left(\max _{1 \leqslant k \leqslant v}\left|S\left(n, x_{k}, 1\right)\right|>\varepsilon_{n} / 2\right) \\
& +P\left(\max _{1 \leqslant k \leqslant v}\left|S\left(n, x_{k}, 2\right)\right|>\varepsilon_{n} / 2\right) \tag{A.11}
\end{align*}
$$

Since $K$ is Lipschitz and absolutely integrable, $|K|$ is bounded by some constant $\tilde{K}$. Thus

$$
|V(n, x, j)| \leqslant 2 \tilde{K} p /\left(n b_{n}^{d}\right)
$$

Let

$$
\begin{equation*}
\lambda_{n}=(4 \tilde{K})^{-1}\left(n b_{n}^{d} \log n\right)^{1 / 2} \tag{A.12}
\end{equation*}
$$

Then $\lambda_{n}|V(n, x, j)| \leqslant 2 \widetilde{K} p \hat{\lambda}_{n} /\left(n b_{n}^{d}\right) \leqslant \frac{1}{2}$. Refer to $V(n, x, 2(j-1))$ simply as $V_{j}(x)$. Define $W_{0}(x)=0, W_{1}(x)=V_{1}(x)$. By Lemma 2.3, for each $j>2$, there exists a r.v. $W_{j}(x)$ such that $W_{j}(x)$ is independent of $V_{1}(x), \ldots, V_{j-1}(x)$ has the same distribution as $V_{j}(x)$ and satisfies

$$
\begin{align*}
& P\left[\left|V_{j}(x)-W_{j}(x)\right|>\xi \mid \leqslant 18\left(\left\|V_{j}(x)\right\|_{\gamma} / \xi\right)^{v /(2 v+1)}\right. \\
& \quad[\sup \mid P(A \cap B)-P(A) P(B)]^{2 v /(2 v+1)} \tag{A.13}
\end{align*}
$$

where the supremum is taken over all sets $A, B$ with $A$ and $B$ in the $\sigma$-fields generated, respectively, by $V_{1}(x), \ldots, V_{j-1}(x)$ and $V_{j}(x)$, respectively. Here $\xi$ and $v$ are any
positive numbers such that $0<\xi \leqslant\left\|V_{j}(x)\right\|_{k}<\infty$. Now,

$$
\begin{equation*}
\left.P\left[|S(n, x, 1)|>\varepsilon_{n} / 2\right] \leqslant P\left[\left|\sum_{j=1}^{q} W_{j}(x)\right|>\varepsilon_{n} / 4\right]+P\left[\mid \sum_{j=1}^{q} V_{j}(x)-W_{j}(x)\right) \mid>\varepsilon_{n} / 4\right] \tag{A.14}
\end{equation*}
$$

Now $i_{n}\left|W_{j}(x)\right| \leqslant 1 / 2$. Following the same line of argument in Tran (1989a).

$$
\begin{equation*}
P\left[\left|\sum_{i=1}^{q} W_{j}(x)\right|>\varepsilon_{n}\right] \leqslant 2 \exp \left(-i_{n} \varepsilon_{n}+i_{n}^{2} \sum_{j=1}^{q} E\left(W_{j}(x)\right)^{2}\right) . \tag{A.15}
\end{equation*}
$$

Clearly,

$$
\begin{array}{rl}
\sum_{j=1}^{q} & E\left(W_{j}(x)\right)^{2} \leqslant n^{-2}\left(\sum_{k=1}^{n} E \Delta_{k}^{2}+2 \sum_{1 \leqslant k<1 \leqslant n}\left|E A_{k}(x) \Delta,(x)\right|\right) \\
\quad=I_{n .0}(x)+J_{n}(x) \tag{A.16}
\end{array}
$$

where $I_{n .0}(x)$ and $J_{n}(x)$ are defined in (2.9) and (2.10). By Lemma 2.2 and (A.16).

$$
\begin{equation*}
\left.\sup _{x \in \mathbb{I N}^{d}} \sum_{j=1}^{q} E\left(W_{j}(x)\right)^{2} \leqslant C / n b_{n}^{d}\right) . \tag{A.17}
\end{equation*}
$$

Employing (A.15) and (A.17)

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{A}} P\left[\left|\sum_{j=1}^{4} W_{j}(x)\right|>\varepsilon_{n}\right] \leqslant C \exp \left[-\lambda_{n} \varepsilon_{n}+C \lambda_{n}^{2} /\left(n b_{n}^{d}\right)\right] . \tag{A.18}
\end{equation*}
$$

Choose $v=\hat{\tau} /(1-2 \hat{\tau})$. Then $\hat{\tau}=\mathrm{y}(2 v+1)$. Clearly,

$$
\sup _{x \in \mathbb{K}^{\prime}} \max _{1 \leqslant j \leqslant 4}\left\|V_{j}(x)\right\|_{1}^{\hat{\imath}} \leqslant C\left(p /\left(n b_{n}^{d}\right)\right)^{\hat{i}} .
$$

Consider the last term of (A.14). If $\varepsilon_{n} / 4 q \leqslant\left\|V_{j}(x)\right\|_{n}$. we have by using (A.13).

$$
\begin{equation*}
\sup _{x \in \mathbb{R}} P\left[\left|\sum_{j=1}^{q} V_{j}(x)-W_{j}(x)\right|>i_{n} / 4\right] \leqslant C q\left(q \varepsilon_{n}^{-1}\right)^{\hat{r}}\left(p /\left(n b_{n}^{d}\right)\right)^{\hat{r}} \hat{\alpha}(2 \hat{\tau}, p) \equiv \psi(n, 3) \text {, say. } \tag{A.19}
\end{equation*}
$$

If $\varepsilon_{n} / 4_{q}>\left\|_{j}(x)\right\|_{w}$, then

$$
\begin{equation*}
\sup _{x \in \|_{\hat{k}^{+}}} P\left[\left|\sum_{j=1}^{q} V_{j}(x)-W_{j}(x)\right|>\varepsilon_{n} / 4\right] \leqslant 18 q \hat{x}(2 \hat{\tau}, p) \leqslant \psi(n, 3), \tag{A.20}
\end{equation*}
$$

since $\left.q\left(q \varepsilon_{n}^{-1}\right)\right)^{\hat{t}}\left(p /\left(n b_{n}^{d}\right)\right)^{\hat{t}} \rightarrow \infty$ by a simple computation. Replacing $\varepsilon_{n}$ by $\varepsilon_{n} / 4$ in (A.18). then using (A.14), (A.18), (A.19) and (A.20),

$$
\begin{equation*}
P\left(\max _{1 \leqslant k \leqslant r}\left|S\left(n, x_{k}, 1\right)\right|>\varepsilon_{n} / 2\right) \leqslant C v \exp \left[-i_{n} \varepsilon_{n} / 2+C \hat{\lambda}_{n}^{2} /\left(n b_{n}^{d}\right)\right]+C \imath \psi(n, 3) . \tag{A.21}
\end{equation*}
$$

Similarly, $P\left(\max _{1 \leqslant j \leqslant v}\left|S\left(n, x_{k}, 2\right)\right|>\frac{1}{2} \varepsilon_{n}\right)$ is bounded by the right-hand side of (A.21). A simple computation shows that $\lambda_{n} \varepsilon_{n}=\eta \log n$ and $\lambda_{n}^{2} /\left(n b_{n}^{d}\right)=(4 \tilde{K})^{-2} \log n$. From (A.11) and (A.21)

$$
\begin{equation*}
P\left(\max _{1 \leqslant k \leqslant v}\left|f_{n}\left(x_{k}\right)-E f_{n}\left(x_{k}\right)\right|>\varepsilon_{n}\right) \leqslant \operatorname{Cvn}^{-((\eta / 2)+C)}+\operatorname{Cv\psi }(n, 3) . \tag{A.22}
\end{equation*}
$$

Note that

$$
\begin{equation*}
v \leqslant C n^{d(\gamma+1 / 2)}\left(b_{n}^{d}\right)^{-(d / 2)-1}(\log n)^{-d / 2} \tag{A.23}
\end{equation*}
$$

Since $\psi(n, 1) \rightarrow \infty$ by assumption,

$$
b_{n}>C\left(n^{-1} \log n\right)^{1 / d} .
$$

Using (A.23),

$$
v \leqslant C n^{d(l+1)+1}(\log n)^{-d-1}
$$

Hence, for sufficiently large $\eta$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} v n^{(n / 2)+c)}<\infty \tag{A.24}
\end{equation*}
$$

Let

$$
\xi(n, 1) \equiv q\left(q \varepsilon_{n}^{-1}\right)^{\hat{\imath}}\left(p /\left(n b_{n}^{d}\right)\right)^{\hat{\imath}}, \quad \xi(n, 2) \equiv n^{\prime d}\left(b_{n}^{d+1} \psi(n, 1)\right)^{-d}
$$

Since $2 p q \leqslant n$,

$$
\xi(n, 1) \leqslant C n(\psi(n, 1))^{1-\hat{t}} b_{n}^{-d \hat{t}} .
$$

Therefore

$$
\begin{equation*}
\xi(n, 1) \xi(n, 2) \leqslant C n^{\prime d+1} b^{-d(d+1+\hat{\imath})}\left\{\left(n b_{n}^{d}\right)^{1 / 2}(\log n)^{1 / 12}\right\}^{d-1+\hat{\imath}} . \tag{A.25}
\end{equation*}
$$

Using (2.19), (A.25), (2.6) and note that $v \leqslant C \xi(n, 2)$,

$$
v \psi(n, 3) \leqslant C \xi(n, 1) \xi(n, 2) \hat{\alpha}(2 \hat{\tau}, p) \leqslant C \psi(n, 2)=o(1 / h(n)) .
$$

Since $\sum_{n=1}^{\infty}(1 / h(n))<\infty$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \operatorname{Cv\psi }(n, 3)<\infty \tag{A.26}
\end{equation*}
$$

The proof of the lemma follows by (A.22), (A.24), (A.26) and the Borel-Cantelli lemma.
Proof of Lemma 2.5. Obviously,

$$
\begin{equation*}
\sup _{\|x\|>n^{\prime}}\left|f_{n}(x)-f(x)\right| \leqslant \sup _{\|x\| \geqslant 2 n^{\prime}} f_{n}(x)+\sup _{\|x\| \geqslant 2 n^{\prime}} f(x) \tag{A.27}
\end{equation*}
$$

From (2.1) of Assumption 6

$$
\begin{equation*}
(\psi(n, 1))^{-1} \sup _{\|x\|>2 n^{\prime}} f(x) \leqslant(\psi(n, 1))^{-1} \sup _{\|x\| \geqslant n^{\prime}}|f(x)|=\mathrm{O}(1) . \tag{A.28}
\end{equation*}
$$

By (A.27) and (A.28), it is clear that the proof of the lemma is completed if we can show that

$$
\begin{equation*}
\sup _{\mid x!>2 n^{\prime}}\left|f_{n}(x)\right|=\mathrm{O}(\psi(n, 1)) \tag{A.29}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
(\psi(n .1))^{-1} \sup _{|x|>n^{\prime}}\left|f_{n}(x)\right|=(\psi(n .1))^{-1}\left(n b_{n}^{d}\right)^{-1} \sup _{|x|>n^{\prime}} \sum_{j=1}^{n} K\left(\left(x-X\left(t_{j}\right)\right) / b_{n}\right)=\mathrm{O}(1) \tag{A.30}
\end{equation*}
$$

Define

$$
\begin{equation*}
G_{n}=\left\{(1): \| X\left(t_{i},(0) \| \leqslant n^{\prime} \text { for all } 1 \leqslant i \leqslant n\right\}\right. \tag{A.31}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
P\left[G_{n}^{\mathrm{c}}\right]=P\left[\left\|X\left(t_{i}\right)\right\|>n^{\prime} \text { for some } 1 \leqslant i \leqslant n\right] \leqslant n P\left[\left\|X\left(t_{1}\right)\right\|>n^{\prime}\right] . \tag{A.32}
\end{equation*}
$$

By (2.2) of Assumption (A.4)

$$
\begin{equation*}
\sum_{n=1}^{\infty} P\left[G_{n}^{\mathrm{c}}\right] \leqslant \sum_{n=1}^{\infty} n\left[1-\inf _{\|x\|<n} f(x) \mathrm{d} x\right]<x \tag{A.33}
\end{equation*}
$$

Thus

$$
\begin{equation*}
P\left[G_{n}^{\mathrm{c}} \text { infinitely often }\right]=0 \tag{A.34}
\end{equation*}
$$

by the Borel-Cantelli lemma.
For $\omega \in G_{n}$, and $\|x\|>2 n^{\prime}$, we have $\left\|X\left(t_{j}, \omega\right)-x\right\| \geqslant n^{\prime}$. Thus,

$$
\begin{equation*}
\left(n b_{n}^{d}\right)^{-1} \sup _{|x| \gg 2 n^{\prime}} \sum_{j=1}^{n} K\left(\left(x-X\left(t_{j},(b)\right) / b_{n}\right) \leqslant b_{n}^{-d} \sup _{|x|>n^{\prime}} K\left(x / b_{n}\right) .\right. \tag{A.35}
\end{equation*}
$$

The proof of (A.30) follows by Assumption 5, (A.34) and (A.35).
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