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Modeling the Distributed Scheduler of IEEE 802.16 Mesh Mode

Abstract

The IEEE 802.16 standard is a protocol for wireless metropolitan networks.
IEEE 802.16 MAC protocol supports both of PMP (point to multipoint) and
Mesh mode. In the mesh mode, all nodes are organized in a fashion similar
ad-hoc and calculate their next transmission time based on the scheduling
information performed in the control subframe. Before data transmission for a
certain node, there is a period of time to setup the connection. During this
period, each node has to compete with each other for the opportunity to
advertise scheduling messages to its neighbors. This behavior does not depend
on past history. In other words, it is a “Time Homogeneous” and suitable for
being modeled by stochastic process. In this thesis, we will model this
scheduling behavior by queuing process, and apply the Markov Chain to
estimate its average delay time which a node keep waiting until it win the

competition.
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CHAPTER 1

Introduction

The IEEE 802.16 standard [1, 2] “Air Interface for Fixed Broadband Wireless Access
Systems”, also known as WIMAX, targets at providing last-mile wireless broadband access
in metropolitan area networks. IEEE 802.16 offers an alternative to cabled access networks,
such as fiber optic links, DSL links. Furthermore, IEEE 802.16 is a wireless network, which
has the high capacity to cover more broad geographic areas without the costly infrastructure
development. The technology may prove less expensive to deploy and may lead to more
ubiquitous broadband access [3]. The clients also can connect to the IEEE 802.16 by
adopting various existing wireless solutions, such as IEEE 802.11 (WiF1). IEEE 802.16
provides a cheaper and more ubiquitous solution to connect home or business to Internet.
Much attention was paid to the IEEE 802.16 issues in recent years and a lot of industries
formed a WiMAX Forum in order to certify compatibility and interoperability of various

802.16 products.

A Markov Chain to model this distributed scheduling of mesh mode as well as a

mathematical model are proposed in this thesis to evaluate the average delay time.



1.1. Background

The initial version of 802.16 was published in 2001. It supported the multiple frequency
allocations at 10--66GHz for Line-of-Sight (LOS), initially. Single Carrier was designed in
PHY during this period. Two years later, 802.16a was published in January 2003. The
frequency allocations at 2--11GHz for non Line-of-Sight (NLOS) were interested, and three
types of PHY, that OFDM, OFDMA and Single Carrier were included in this version. There
was an 802.16d [1] published in 2004, as a revision of original 802.16, 802.16a and 802.16c,
which was a version belong to the fixed broadband wireless access. In 2005, 802.16e was

published to be an amendment to 802.16d on enhancement to support mobility [2].

General PHY knowledge introduced here makes us realize the IEEE 802.16 more
concretely. Both TDD (time division duplex) and burst FDD (frequency division duplex)
variants are defined as its access schemes. Adaptive modulations, such as BPSK, QPSK,
16-QAM and 64-QAM are applied. This scheme is very different from 802.11 that the fixed
modulation is used. By the way, channel bandwidths of 20 or 25 MHz (typical U.S.
allocation) or 28 MHz (typical European allocation) are specified. The data transmission
rate is up to 130 Mbps/s. The typical transmission range is up to 30 miles (approximate to
50km). 802.16¢e promises to support mobility up to speeds of 70-80 mile/h (105 - 120
km/h)and an asymmetrical link structure that will enable the subscriber station to have a

handheld form factor for PDAs, phones, or laptops [4].

Up to the global view of MAC (Media Access Control) layer, there are two modes
defined in the IEEE 802.16, which are the PMP (point-to-multipoint) mode and the Mesh

mode. PMP mode is like the traditional star topology, or like the infrastructure mode in the



802.11. Mesh mode is like the ad-hoc mode in the 802.11. The traffic from BS (Base Station)
to SS (Subscriber Station) is called downlink subframe; opposite direction, from SS to BS is
called uplink subframe. Contrary to the basic PMP mode, there are no clearly separate
downlink and uplink subframes in the mesh mode. Only TDD is supported in the mesh

mode base on the standard’s definition. The BS and SS consists in the 802.16 network. The
BS serves as the central gateway between 802.16 network and backhaul internet or another

802.16 networks. The SS plays the role of client in the 802.16 network.

The IEEE 802.16 defined the mesh frame structure as a convenience to organize the
mesh network. The frame is divided into two subframes. One is the data subframe; the other
is control subframe. The scheduling information and how many time slots in the data
subframe it will request are specified in the control subframe. Understanding the scheduling
of the control subframe is very useful to adjust the performance. That’s why we focus on

estimating scheduling of the control subframe in this thesis.

The 802.16 mesh mode topology is depicted as Figure 1.1. There are many SSs in this
topology which terminals, such as PDAs, notebooks or cellular phones, can be connected to
via 802.11 or other protocols. The mesh mode is organized throughout these SSs and BSs.
The link coverage is expanded under mesh network. Certain SSs are responsible to connect

to the BSs. By these BSs, they connect to the backhaul or internet.



Figure 1.1: IEEE 802.16 Mesh Mode Topology

1.2. Motivation

More works on the IEEE 802.16 have primarily focused on the PMP mode. The BS is the

key point in the PMP mode, because all of the flows from the SSs or to the SSs need pass



through the BS. In that case, most of traffic controls depend on the BS. Naturally, it is
responsible for the heavy loading throughout the PMP mode topology. It may bring about
the risks with the paralysis of the network, if BS doesn’t work smoothly. Nevertheless, each
node in the mesh mode can act as the controller and partakes of the loading and the risks

with the paralysis of the network.

The mesh mode is more complex, since there is no clear node as a centralized
controller and every node competes for the channel in a distributed manner. Many
interesting issues, such as selection of links, synchronization, routing, power saving ...etc.,
are become more complex under mesh topology. All of these issues need a good
performance in scheduling. So the scheduler and competing behavior become more
important in the mesh mode. On the other hand, it is difficult to predict the system
throughput and delay performance in the mesh mode without understanding the scheduler

and competing behavior in control channel thoroughly.

We hope propose a easy and more quickly method to evaluate the delay time of

scheduling control subframe.

1.3. Organization

The rest of this thesis is organized as follows. Chapter 2 introduces related work about the
behavior and performance of the IEEE 802.16 mesh mode. The first reference Modelling
and Performance Analysis of the Distributed Scheduler in IEEE 802.16 Mesh Mode is
explained here. Chapter 3 proposes and explains our analysis of IEEE 802.16 distributed

scheduling algorithm. We propose a Markov Chain to model this distributed scheduling and



a mathematic method to evaluate the delay time in chapter 4. We verify the accuracy of the
model by comparing delay time with the result in the simulation in chapter 5. And chapter 6

concludes this thesis and remarks on future work.



CHAPTER 2

Related Work

The IEEE 802.16 technology is the standard for broadband wireless metropolitan area
networks (WMAN). Access and bandwidth allocation algorithms of this technology must
accommodate hundreds of terminals per channel, with terminals that may be shared by
multiple end users. The PHY layer supports single carrier, OFDM and OFDMA works in
frequencies between 2-11 GHz and 10-66 GHz. MAC layer supports two kinds of modes,
namely PMP mode and mesh mode. Mesh networks are able to reduce costs as these

networks are easy installable and can be extended fast, simple by adding new mesh nodes.

2.1. Behavior Studies about 802.16 Mesh mode

In 2002, Dave Beyer, Nico van Waes and Carl EKlund have detailed introduction as a
tutorial document to make us have an 802.16 MAC layer mesh extensions overview [5]. Not
only the MAC frame structures are introduced, but also mesh distributed election-based

scheduling concept is depicted, as Figure 2.1.



XmtOpportunityNumber

Local Node’s |ID =

Pseudorandom SUCCESS or FAILURE
; - Mixing —
Node ID’s of all eligible ____ Function (SUCCESS if local node’s ID

el JlLe Ll results in largest MIX value)

Figure 2.1: Mesh distributed election-based scheduling concept depicted by [5]

Nico Bayer, Dmitry Sivchenko, Bangnan Xu, Veselin Rakocevic and Joachim
Habermann describe the election based transmission timing mechanism defined in the IEEE
802.16 standard [6]. This paper presents the influence of this mechanism on the overall
network performance. It shows that in dense networks the interval between subsequent
distributed scheduling messages (MSH-DSCH) is very large and thus causes significant
delay on data packets. This interval is a special holdoff time defined in the IEEE 802.16
mesh mode, namely Transmission Holdoff Time. They propose a concept that reduces the
constant 4 to 0 in following formula to lessen the transmission delay and enhance the

performance.

H — 2exp+4

Scheduling IE, Request IE, Availability IE and Grants IE are messages to determine the
available channel resource. The MSH-DSCH is the key component in the whole scheduling
process and includes these messages. Within the MSH-DSCH transmission, available
minislots are requested by the sender to ask its data transmission resource. Fuqiang LIU,
Zhihui ZENG, Jian TAO, Qing LI, and Zhangxi LIN propose an algorithm to look up certain

continuous available minislots at the same position of the continuous frames [7]. This paper



proposes a slot allocation algorithm based on prioritization for IEEE 802.16 in the Mesh
mode to achieve QoS with a low delay and low packet drop rate for high prioritized data

flows.

2.2. Performance Studies about 802.16 Mesh mode

Some of papers are researched the performance between MAC and PHY, because 802.16
provides various PHY modulations [8]. They evaluate maximum theoretical throughput per

OFDM symbol.

To the best of our knowledge, there are fewer papers, emphasized the MAC layer issue,
devoted to model distributed scheduling of IEEE 802.16 mesh mode, except [9]. Min Cao,
Wenchao Ma, Qian Zhang, Xiaodong Wang and Wenwu Zhu propose a geometric
distribution to model the distributed scheduling of IEEE 802.16 mesh mode. They consider
the modeling and analysis of the control sub-channel, which is characterized by the

distributed election algorithm. [9] uses the following conclusion to evaluate the delay time.

V + E[S]
H 1 E[S]

2” 4 E[S]

E[S]=(N-1) 2¢+4 L F[S]

+1=(N-1) +1




CHAPTER 3

Analyze IEEE 802.16 Distributed Scheduling Algorithm

Before we model the distributed scheduler in IEEE 802.16 Mesh Mode, we have to know its
behavior. The main difference between the PMP and Mesh modes is that in the PMP mode,
traffic only occurs between BS and SSs, while in the Mesh mode traffic can be routed
through other SSs and can occur directly between SSs. Centralized scheduling and
Distributed scheduling are the two scheduling types defined in the IEEE 802.16 standard.
Depending on the transmission protocol algorithm used, the traffic scenario can be done on
the basis of using distributed scheduling, or on the basis of centralized scheduling, or on a
combination of both. In this thesis, we focus on the distributed scheduling in the mesh

mode.

3.1. Global Scenario

As we mentioned in the previous introduction, the IEEE 802.16 mesh mode is more
complex because, without any central control, every station competes for the channel in a
distributed manner. There are no clearly separate downlink and uplink subframes in the
mesh mode. The mesh mode frames are divided into two subframes, one is control subframe,
and the other is data subframe. IEEE 802.16 mesh mode uses the control subframe to

exchange the schedule information, which is saved in the MSH-DSCH will be introduced at

10



next section. Each node computes its schedule information based on parameters from itself
and its neighbors to decide the node’s next transmission time. If a collision occurs with a
node’s neighbors after computing its next transmission time, the node has to run the
competing algorithm, named MeshElection, to select which node wins. The winner occupies

this time as its next transmission time; the loser has to back off.

3.2. MSH-DSCH in MAC Frame Structure

The IEEE 802.16 defined the mesh frame structure as a convenience to organize the mesh
network. The frame is divided into two subframes. One is the data subframe, the other is
control subframe. Every control subframe consists of sixteen transmission opportunities,
which may be imaged as a “time slot”, and every transmission opportunity equals seven

OFDM symbols time. (Figure 3.1)

Time
------ Frame n-1 Frame n Frame nt1 Frame nt2 | ------
- ™
.i'# "-\
” e . -
o e Transmission Opportunity
’ o -
’J! -
_»* Control subframe Dat: rame s
1
T

Figure 3.1 Data Subframe and Control Subframe
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There are two control subframe types in a control subframe. One is network control
that creates and maintains the cohesion between different systems. It also provides a new
node to gain synchronization and initial network entry into a mesh network. The other is to
coordinate scheduling of data transfers in system, namely, schedule control. The scheduling
information is encapsulated here. Frames with the network control subframe occur
periodically and all the other frames contain schedule control subframes tag along the

network control subframe.

Two messages “MSH-NENT” and “MSH-NCFG” are used in the network control
subframe. MSH-NENT means a mesh network entry, which is a message for a new node to
gain synchronization and initial network entry into a mesh network; furthermore,
MSH-NCFG means a mesh network configuration, provides a basic level of communication
between nodes in different nearby networks. On the side, in the schedule control subframe,
“MSH-CSCH” and “MSH-DSCH” means the mesh network centralized scheduling and the
mesh network distributed scheduling, separately. MSH-DSCH is the key point that this

thesis concentrates on.

As mentioned in this section’s first paragraph, we have introduced that every control
subframe consists of sixteen transmission opportunities. Nevertheless, they are just the
opportunities to own these time slots, but the really time slot occupied is indicated by
“MSH-CTRL-LEN”. MSH-CTRL-LEN is a field saved in the MSH-NCFG message to
express the control subframe length. MSH-DSCH-NUM is also saved in the MSH-NCFG

message to express the number of MSH-DSCH opportunities in the schedule control

12



subframe. Of course, what’s left after MSH-DSCH-NUM is subtracted from
MSH-CTRL-LEN becomes the number of MSH-CSCH opportunities. All of the parameters

we introduced thus far are depicted in Figure 3.2.

MSH-CTRL-LEN >

<+
7 OFDM symbols

Moy _ [Jwmere [} [[rmec]] o [Pocro] ]

Control
subframe (MSH-CTRL-LEN - 1)
OR
i l-
subframe Centralized Distrubuted
(MSH-CTRL-LEN)-(MSH-DSCH-NUM) MSH-DSCH-NUM

Figure 3.2: Network Control subframe and Schedule Control subframe

There is a parameter ”Scheduling Frames” in the MSH-NCFG which specifies how
many frames have a schedule control subframe between two frames with network control
subframes in multiples of four frames. For example, there are 4 schedule control subframes,
if Scheduling Frames equals 1; there are 8 schedule control subframes, if Scheduling

Frames equals 2, ...etc. (Figure 3.3)

13



Network Schedule Control subframe Network
C G"le Scheduling Fames: 4n !
subtrame e subframe
II/' )
Frame Frame Frame Frame Frame
""" C | D C D C D C D C| D/

MSH-DSCH | »++ | MSH-DSCH | » = « [ MSH-DSCH

Figure 3.3: MSH-DSCH in the Schedule control subframe

3.3. Next Transmission Time and Transmission Holdoff Time

In this section, we will introduce parts of the terminologies and abbreviations in the IEEE

802.16 specification.

The schedule information for each node is described by two parameters Next Xmt
Time and Xmt holdoff Time. In the IEEE 802.16 specification, Next Xmt Time is not
employed directly. It uses Next Xmt Mx to calculate the Next Xmt Time. It doesn’t use
Xmt holdoff Time, neither. It uses Xmt holdoff exponent to calculate the Xmt holdoff
Time. As the Figure 3.4 shows, Next Xmt Mx and Xmt holdoff exponent are two
parameters in the MSH-DSCH message to perform the schedule information. So that
whenever a node transmits MSH-DSCH message, every node has the schedule information

of its neighbors.

14



Syntax Size Notes

MSH-DSCEH _Scheduling TE(

Next Xmt Mx 5 bits
Xmt holdoff exponent 3 bats
No. SchedEntries 8 bits

for (i=0: i< No_SchedEntries: ++i) {

Neighbor Node ID 16 bats

Neighbor Next Xmt Mx 5 bts

Neighbor Xmt holdoff exponent | 3 bits

et

Figure 3.4: Next Xmt Mx and Xmt holdoff exponent in the MSH-DSCH

(source: IEEE 802.16-2004)

3.3.1. Next Xmt Time

A node has to decide the next transmission time to know when to transmit the next
MSH-DSCH message. There is a special terminology employed in the IEEE 802.16
specification to describe this transmission duration named “Eligible Interval”. This next
transmission time is denoted as Next Xmt Time and calculated from Next Xmt Mx.
Assume “Next” is denoted as Next Xmt Time of an observed node; “Mx’” and “X’” means
its corresponding Next Xmt Mx and Xmt holdoff exponent separately. Duration of Next
Xmt Time could be shown as the following formula (1)defined in the standard.

2% -Mx < Next<2*-(Mx +1) (1)

By the observation of this formula, we know 2" is the length of “Next”. “x”” is

clearly an exponential value to express the length of “Next™.

15



3.3.2. Xmt Holdoff Time

Xmt Holdoff Time is also a special terminology applied in the IEEE 802.16 specification to
indicate that this node is not eligible to transmit messages. Assume “Holdoff”” is denoted as
Xmt Holdoff Time of an observed node; “X”” means its corresponding Xmt holdoff
exponent. Then, Xmt Holdoff Time could be shown as the following formula (2) defined

in the standard.
Holdoff = 2X +4 2

As explained in the previous section, we know 2" is the length of “Next”. From this

formula, we know the holdoff time is in multiples of sixteen “Next”.
3.3.3. Next Xmt Time and Xmt Holdoff Time on time axis

The following figure shows these variations on time axis. (Figure 3.5) Earliest Subsequent
Xmt Time is a terminology in the standard to denote the earliest possible transmission time,
without been determined. The parameters defined in the standard and will be discussed in

this thesis are shown as Table 3.1.

Eligible Interval

EarliestSubsequentXmtTime

XmtHoldoffTime NextXmtTime XmtHoldoffTime
et s s o saasnssesiEE e E .9

Figure 3.5: Next Xmt Time and Xmt Holdoff Time
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Table 3.1: Abbreviation defined in the 802.16 Standard

Abbreviation in the 802.16 Standard

Description

Xmt Time

Transmission time

Current Xmt Time

Current transmission time

Next Xmt Time Next transmission time

Xmt Holdoff Time Transmission holdoff time

Next Xmt Mx Next transmission maximum, used for Next
Xmt Time

Xmt Holdoff Exponent Transmission hold off exponent, used for

the Xmt Holdoff Time

Earliest Subsequent Xmt Time

Earliest subsequent transmission time

3.4. Competing Behavior and Scheduling Algorithm

Distributed scheduling ensures that the transmissions are collision-free. There is an election

algorithm named MeshElection defined in the IEEE 802.16 standard to achieve

collision-free.

The competing behavior and scheduling algorithm occur in each of nodes which are

activating all over the neighborhood in mesh network. For instance, we observe certain

node’s competing behavior and its scheduling algorithm. We assume this node as an

observed node; its neighboring nodes are denoted as neighbors. In the period of the

competing behavior happened on this observed node, the scheduling algorithm is been
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computed. First, observed node orders its neighbor table by the Next Xmt Time. Then for
each entry of the neighbor table, adds the each neighbor’s Next Xmt Time to its Xmt
Holdoff Time to arrive at the neighbor’s Earliest Subsequent Xmt Time, as in (3).
Subsequently, sets Temp Xmt Time equal to this observed node’s advertised Xmt Holdoff
Time added to the current Xmt Time, as in (4). So far, the observed node understands its
possible Next Xmt Time; even now it is just a Temp Xmt Time. The observed node also has
its neighbors’ information includes Next Xmt Time, Xmt Holdoff Time and Earliest

Subsequent Xmt Time, simultaneously.

Earliest Subsequent Xtm Time = Next Xmt Time + Xtm Holdoff Time ()

Temp Xtm Time = Current Xmt Time + Xtm Holdoff Time 4)

Depends on the information obtained previously, the observed node has the sufficient
information to judge whether the possible collisions will occur or not. That is, there is a
probability that this observed node’s Next Xmt Time results in collision with neighbors’
Next Xmt Time. The competing nodes are the subset of the neighbors with a Next Xmt
Time eligibility interval that includes Temp Xmt Time or which an Earliest Subsequent Xmt
Time equal to or smaller than Temp Xmt Time. These collision situations are depicted as
Figure 3.6 to express the collisions will be occurred between an observed node’s Next Xmt
Time and its neighbors’. The neighbor i is save. The neighbor j has its Next Xmt Time at the
same time with the observed node. Neighbor k owns its Next Xmt Time early but its
Earliest Subsequent Xmt Time overlaps the observed node’s Next Xmt Time. In brief,

observed node has two collisions with neighbor j and neighbor k.
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Observed /—\ i i
XmtHoldoffTime qutthTlme

node .

Nbr. 1

———IE

Nbr. j I::

Earliest Subsequent Xmt Time

—

Nbr. k

—_  —

Figure 3.6: One node results in collision with neighbors

If the collision will happen on observed node’s Next Xmt Time as mentioned
previously, the algorithm MeshElection will be executed during this computing period of
distributed schedule. MeshElection is a C code function implemented in the standard. The
Boolean value will be come out after MeshElection. “TRUE” means that this observed node
wins the competing; on the contrary, “FALSE” means not. Corresponding procedures of

them are:

B TRUE: Set Temp Xmt Time to Next Xmt Time, and ends off this algorithm.

B FALSE: Temp Xmt Time need to back.

The Figure 3.7 and Figure 3.8 show the flowchart we introduced. In order to have the

better presentation in the flowchart, abbreviations are used and described as Table 3.2.
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START

Order the neighbor table

For each neighbors

{
2% . Mx <Next < 2*.(Mx+1);
Holdoff = 2™
Earliest = Next + Holdoff;

}

Temp = Current + Holdoff;

A 4

success=FALSE;

Y

ile (Success==FALS

Y
N If (competing) Y
Input non competing Input competing Nbrs
Nbrs list list

Figure 3.7: The flowchart of competing algorithm-1
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O

If inpy
Nbrs i
it wi

its non computing .
nto MeshElection, MeshElection()
Il go through this
path.
N(win) 4@;
Y(lose)
v

success=TRUE;
Next=Temp;

Temp =Temp + 1;

//End of while

END

Figure 3.8 :The flowchart of competing algorithm-2
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Table 3.2: The abbreviations in the flowchart

Abbreviations in the Figure 3.7 | Descriptions

and Figure 3.8

Mx Next Xmt Mx

Next Next Xmt Time

Holdoff Xmt Holdoff Time

Earliest Earliest Subsequent Xmt Time
Temp Temp Xmt Time

Current Current Xmt Time

3.5. Three-Way Handshaking

So far, the competing behaviors of control subframe in the distributed scheduling of IEEE
802.16 mesh mode are introduced. Thansmiting the MSH-DSCH message to the neighbors
shall stable then subsequent data transmission may work better. Before data transmission,
both of the coordinated and uncoordinated scheduling employs a three-way handshake to
setup the connections with neighbors. This mechanism is used to convey the channel
resources for the preparation of consequent data transmission. As follows, the three-way
handshaking IEs (information elements) “Request I1E”, “Availability IE” and “Grants IE”
are encapsulated in the MSH-DSCH, too. Hence it implies that the performance of

MSH-DSCH packet traffic influences the three-way handshaking. This is why we

concentrate upon the MSH-DSCH performance evaluation in this thesis.
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B “Request-1E” shall convey resource requests on per link basis. There is a Demand
Persistence field in the request IE to submit the number of frames wherein the demand

exists. (Figure 3.9)

B “Availability-1E” shall be used to indicated free minislot ranges that neighbors could

issue Grants in.

B “Grants-1E” shall convey information about a granted minislot range selected from
the range reported as available. Grants shall be used both to grant and confirm a grant,

like the “acknowledge” in general communication protocol.

" - Demand Persistence:
Syntax Size Notes
e el 0 = cancel reservation
Link ID 8 bats .
1 = single frame
Demand Level 8 bits
Demand Persistence 3 bits 2 =2 frames
reserved 1 bat Shall be set to zero. 3 =4 frames
} 4 = 8 frames
5 =32 frames

6 = 128 frames
7 = Good until cancelled or

reduced

Figure 3.9: Request IE Message

(source: IEEE 802.16-2004)

Followings are what the procedures of three-way handshaking are defined in the IEEE

802.16 standard.
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"MSH-DSCH-request” is made along with "MSH-DSCH-availabilities”, which

indicate potential slots for replies and actual schedule.

”MSH-DSCH-grant” is sent in response indicating a subset of the suggested
availabilities that fits, if possible, the request. The neighbors of this node not involved

in this schedule shall assume the transmission takes place as granted.

"MSH-DSCH-grant” is sent by the original requester containing a copy of the grant
from the other party, to confirm the schedule to the other party. The neighbor of this
node not involved in this schedule shall assume the transmission takes place as

granted.

By the way, the handshaking is depicted to be clearer in the Figure 3.10

Requester Granter

MSH-DSCH:Request
And

H-DSCH:availbility
MSH-DSCH:Gran

MSH-DSCH:Grant

v v

Figure 3.10: Three-way handshaking
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CHAPTER 4

Mathematic Model

So far, the competing behaviors of control subframe in the distributed scheduling of IEEE
802.16 mesh mode are presented. Next, we are going to propose a mathematical analysis to
model the MSH-DSCH transmission behavior of IEEE 802.16 mesh mode. The delay time

of MSH-DSCH transmission will be evaluated by our proposed mathematical model.

4.1. Markov Chain

We observed the behavior of distributed scheduling in the mesh mode in previous chapter.
We found this behavior does not depend on all of past history. In other words, itis a “Time
Homogeneous” and suitable for being modeled by stochastic process. The delay time in the
period of MSH-DSCH transaction is what we are interested in this thesis, which the Markov
Chain is easy using to observe it. Depends on Leonard Kleinrock’s description in his book
“QUEUEING SYSTEMS VOLUME I: THEORY”, Markov processes may be used to
describe the motion of a particle in some space. We consider discrete-time Markov chains,
which permit the particle to occupy discrete positions and permit transitions between these

positions to take place only at discrete times.[11]

Assume X, is denoted as a state in our consequent Markov Chain model that a node

stays at a certain time to transmit MSH-DSCH. Time unit is an opportunity. A set of random
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variable {X, } forms a Markov chain if the probability that the next state is X ,, depends

n+l
only upon the current state X and not upon any previous stations. Base on our analysis in
previous chapter, the next state merely depends on the current competing result, neither on
the last nor on all of past history. Thus we have a random sequence in which the
dependency extends backwards one unit in time. If this node’s Temp Xmt Time overlaps
with its neighbors, it implies the competing is occurred with them. If it wins or there is no
competition, it will set this Temp Xmt Time as its Next Xmt Time. If it loses, it will back
one opportunity to run this behavior again until it wins. In order to simplify the notification,

we assume integer 1,2,3 ... represent each of certain state X, , the physical concept of our

proposed Markov Chain are depicted as Figure 4.1.

Current Xmt Xmt Holdoff et th
Time Time ime

Figure 4.1: Each state corresponds to the Next Xmt Time-1

With this concept of Figure 4.1, we can model this behavior with a vertical chain as
Figure 4.2. The states and transition definitions are defined as Table 4.1. From state 1 to

state 2* implies the time duration of one Next Xmt Time. Suppose we have N nodes

totally, the probability which a node wins N-1 nodes can be expressed by formula (5).
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Oppositely, the probability of a node loses them can be expressed by formula (6).

Win = Prob, (5)

Lose = 1-Prob,

(6)

Table 4.1: The Notation definitions in the Markov Chain

Notation Description

Integers in the | The state probability that the transmission

state time backs to certain opportunity

Prob The transition probability to indicate the

probability that the node wins.

X Exponent of Xmt Holdoff Time

N The number of nodes

For example, if our observed node loses, it transfers from state 1 to state 2, the
transition probability is 1-Prob,,. If it wins, it stays at state 1, the transition probability
isProb .
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I’rﬂh\].:‘

Figure 4.2: One vertical chain

In order to model it easily, we assume that as long as the node lose this competition, it
does not back one opportunity. It has to back a length of Next Xmt Time. That’s why the
transition probabilities during the inter-states are always 1 in Figure 4.2. Thus, the state
transfers to the second vertical chain are shown as Figure 4.4. If this node loses again, it will

back a length of Next Xmt Time again to the third vertical chain ...etc.
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Current Xmt Xmt Holdoff Next Xmt
Time Time Time

Figure 4.3: Each state corresponds to the Next Xmt Time-2

Proby.,

Figure 4.4 : Two vertical chains
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At last, a Markov chain is organized as Figure 4.5.

Proby.
I-P]"me_| 1
1 1 |

1-Probs.; 1-Proby.;

@) ¥ 63 (=

Pl'ﬂb\q.g

Praby_3 Proby_s

Figure 4.5: The Markov Chain

4.2. Mathematical Evaluation

The Markov Chain we proposed presents the variations of state transitions. We hope to
induce an equation to evaluate the average delay time. The dependency of delay time relates
to a probability of win. Before evaluating the delay time, we have to induce this probability

formula initially. Then the expected value, the average delay time we target, is the product
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of probability and time.

4.2.1. Probability Theory and Assumptions

To begin with, we assume the number of nodes is N. Each observation of a node competes

with neighbors is independent and represents one of two outcomes "competing" or

"non-competing". So by using (7), we can get the competing probability P . This is the

competing
binomial distribution we know. The P_ in the (7) is a probability that one node competes

C

with one another node. More details can be retrieved from chapter 3.4 and Figure 3.6.

P

competing

is different from P, in our assumptions. P, is the condition happened between

one node and one node in a very short time. Nevertheless, P, is the condition while

competing

at least one of the following events is happened: between one node and one node, or
between one node and two nodes, or between one node and more another nodes. So formula
(7) means one of the following situations is occurred: observed node competes with one
neighbor, or observed node competes with two neighbors, or observed node competes with

three neighbors ...etc.

Table 4.2: Notations of equations

Notation Description

Prob Probability of (competing ™ win )

Probability of competing, at least one of more

competing

events happens

P, Probability of competing between one node to

one of another node.

31



N Number of nodes

competing

=¥ P . (1-P)V +CV P (1-P)VT O P (1-P )N 4L (D)

Moreover, the win probability should be an inverse proportion of the number of

competing nodes. So we get (8) from (7).

Prob,, =P,

= SO R O R (1R SO R (1R

ompeting N win

vy b .CNMLPSL(1-P )NV
o kK+1 o ¢ (8)

In opposition, the losing probability can be derived as (9).

N-1 1

1-Proby, =1-( Y ——-CM P (1-P)*"* ) ©)
k=0

4.2.2. Delay Time

By the observation of Markov Chain (Figure 4.5), if the node wins at state 1, the transition

probability of win can be expressed by using (10). If the node wins at the state 2” that is the
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end of first vertical chain, the probability of win can be expressed by using (11). If the node

wins at the state 2-2”that is the end of second vertical chain, the probability of win can be

expressed by using (12)...etc.

Prob, (10)
(1-Proby_,)- Prob,, (11)
(1-Prob_,)-(1-Prob,_,)- Prob, , (12)

This probability distribution gives the trial number of the first success, so it is a geometric
distribution. Substitute (8) and (9) into (10), (11) and (12), we can derive the probability

(13), (14) and (15).
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Prob,

N-1
1 ) k a1
=( Y ——C¥ P (1-P )
(k:Ok—|—1 k c ( c) )

(13)
(1-Prob,)-Prob,
:(1_( iL.CN—I.Pk,(l_P)N—I—k ))( fL.CN-Z.Pk.(I_P)N_z_k )
k=()1(-i_1 ) ¢ ¢ k=0k+1 k ¢ ¢
(14)
(1-Proby,)-(1-Prob,.,)-Prob.,
N-1 1 N-2 1
=(1- O PR =P YR Y)Y (]- LCN2 PR L (P V2
( (kz_(;k-Fl k c ( c) )) ( (kz_(;k-l-l k c ( c) ))
S N-3 k N-3-k
(D OB (1R
k=0
(15)

So far, each probability on the corresponding vertical chain has been derived. The
expected value can be calculated by the summation of these probabilities and multiplied by

time, Then formula (16) can be obtained. The unit of time in this formula is opportunity.
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E(opportunity)
N-1
1 1 opk I
— —‘CN]‘P . 1_P N-1-k .2X
( ;kﬂ v P (1-P)7 )

+

Win
(1-( Z— CY P (1-P )M ) ( Zﬁ'CE'Z'PCk'(l-PC)N'z'k )-(2-2%)

+ Win

(1- (Z— CY* RS- (1P )+ (1-( Zﬁ'CE'Z-PCk-(I-PC)N‘z'k )

Z_ CN3 P (I_PC)N—3—k )-(3-2%)

+ Win

(16)

Finally, we generalize our equation, as (17). In conclusion, the input parameters are N

and x. It means the delay time is affected by the number of nodes and holdoff exponent.

E[opportunity]

N-(i-1)

= _H(l (2 o G- P)N(‘“k»(Z ICE*PCI‘U-PC)N**)(?-j)

(17)

4.2.3. The Success Probability of MSH-DSCH Transmission

Except for delay time, we hope to know what the mean value of wining probability is that a

node transmits MSH-DSCH. We know Markov Chain is more suitable to get the average
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probability of each state. If 7 k) is the probability of certain state at certain time k in our

. k-1) . . .. . . .
proposed Markov Chain, 77 (kD is its probability of certain state at the time before k. P is

(k-1)

the transition probability from the state of probability 7 to the state of

k
probability 77 ) (Figure 4.6). Formula (18) and (19) are applied to evaluate the wining

probability that a node transmit MSH-DSCH. These two formulas imply a recursive

function and converge at & denoted as a convergence value. 77 = { TCs 7Ty, 705 } isa
vector and each element 7C1s 7055 7T 39+ within the vector is denoted as the
probabilities of corresponding state 1, 2, 3....in Figure 4.5. £ is a two dimension matrix

which the size equals to 2% (N-1)x 2% . (N-1). For example x=2, N=5, the matrix E

will be shown as equation (20).

-1) The time k)
fromk-1tok
P - > P
-1) k)
+1 +1

Figure 4.6: The transition probability of certain state

k k-1
7% = z5p

(18)
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(19)

1-F1 0 0

[ Pl

P

1-F2 0 0

0

P2

1-P3 0 a

a

P2

1-r4 0 0

0

P4

01;

(20)

stand for the formula

P

In order to simplify the expressions, P1 and 1-P1 within the matrix

Then

(5) and (6). With this same rule, we simplify other expressions as P2, 1-P2, P3, 1-P3...

P(success) can be calculated by (21).

€2y

Z PrOb Win 7T win

P(success)
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CHAPTER S

Simulation Results

In this chapter, we validate our model. The transmission behavior simulation base on the
Figure 3.7and Figure 3.8 was implemented by the C code. The mathematic evaluation base
on our proposed schemes throughout the CHAPTER 4 was computed by the MATLAB 7.0.
There are two major items that we will evaluate, which are the delay time and the success

probability of MSH-DSCH transmission.

5.1. Delay Time

The formula (17) is our proposed scheme to evaluate the delay time of one certain node
transmitting its scheduling information MSH-DSCH. The MATLAB 7.0 is applied to
calculate this complex operation in our numeric validations. Following parameters are

applied:

Exponent = 2

Node ID: random number between 1~4095

Probability: Pc= 0.5
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And the result is shown as Figure 5.1. The “sim” denotes a curve by simulation;
“math” denotes a curve by mathematics. With this figure, it shows our mathematical model
approaches the simulation result. By the way, the error rate is analyzed by the statistic
method, as Figure 5.2, presents the difference in distance between the method by behavior
simulation and by our proposed mathematic formula. The error is under 10% while the
nodes of number between 2 to 20. Except for the exponent x=2, we are also interested in
x=3 and x=4. These simulation results are shown from Figure 5.3 to Figure 5.6. The errors
are under 10% throughout the above simulations. The stable accuracy is performed all over

these simulation results; even the different exponents are applied.
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2~20 Nodes, x=2

120

100 .

80

—®—sim

60

—®— math

40

opportunities(time slot)

20

2 4 6 8 10 12 14 16 18 20

Number of nodes

Figure 5.1: The delay time of opportunities between simulation and mathematic model-1

2~20 Nodes Error Rate

100
90
80
70 1
60

50 ——x=)
40

Error rate (100%)

20

2 4 6 8 10 12 14 16 18 20

Number of nodes

Figure 5.2: The error rate between simulation and mathematic model-1

40



2~20 Nodes, x=3

250

200 .

] )/‘/’/./-/’/‘/;
g 150
< /V ——gim
Zlé 100 —=— math
=
g
153
50
0

2 4 6 8 10 12 14 16 18 20

Number of nodes

Figure 5.3: The delay time of opportunities between simulation and mathematic model-2

2~20 Nodes Error Rate
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20
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Error rate (100%)

2 4 6 § 10 12 14 16 18 20

Number of nodes

Figure 5.4: The delay time of opportunities between simulation and mathematic model-2
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2~20 Nodes, x=4
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Figure 5.5: The delay time of opportunities between simulation and mathematic model-3

2~20 Nodes Error Rate

100
90
80
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50 ——x=4
40
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20
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Error rate (100%)

2 4 6 8 10 12 14 16 18 2

Number of nodes

Figure 5.6: The delay time of opportunities between simulation and mathematic model-3

Besides, as shown in the Table 5.1 and Figure 5.7, there is an error rate comparison
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between the [9] and proposed evaluation. In order to compare with original analysis, Table
5.1 follows the original table format in the [9], that’s why the exponent x is list here without

regular order.

Table 5.1: Comparison between original and proposed evaluation

Numbers of Nodes | X Original (100%) | Proposed (100%)
2 2 2.47 0.75

3 3 3.12 1.97

4 3 2.81 1.39

5 1 0.85 0.36

6 0 0.36 0.38

7 2 2.28 22

8 2 3.85 0.9

9 1 0.86 0.65

10 0 0.42 0.1
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Compare between Original and Proposed Evaluation

4.5

35

25 |

O original

2 H B proposed

Error rate (100%)

Number of nodes

Figure 5.7: Comparison between original and proposed evaluation

The Figure 5.7 shows that the values predicted by our model have a smaller degree of error

than the values generated by [9]’s model do.

5.2. The Success Probability of MSH-DSCH Transmission

The formula (18) is a recursive function, so the initial value should be assumed for the

recursive calculation. The initial value of 7 is assumed as follows,

(0)
7% =(1,0,0,0,...)
If we are interested in the exponent x=2, the probability of success is evaluated as Figure
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5.8. The inverse ratio depicted in this figure shows that as the number of nodes increases,

the probability of success decreases.

Success Probability of MSH-DSCH transmission

&
o

Probability
o o o o
[\ (OS] ~ wn
o
/ -
)
[u_)

o
—
4

Number of Nodes

Figure 5.8: The mean of success probability that a node transmit MSH-DSCH

The Figure 5.9 shows the probabilities of success which three different exponents are
compared. This figure shows that as the number of exponent increases, the probability
decreases. So there is a concept that the small exponent can speed-up the MSH-DSCH
transmission. This is useful in the future as a mechanism of QoS or call admission control.
For example, a node which has the small exponent may have the more probabilities to

transmit its scheduling information MSH-DSCH. The time for transmitting the MSH-DSCH
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may image as a call setup time at beginning of a link connection. Thus the higher
probability for transmitting scheduling information MSH-DSCH implies the higher chance

or priority it will be to initialize a connection.

Success Probability of MSH-DSCH transmission

N

S
N

()
(W)

——x=3
\-\- x=4

;

Probability
(@)
o

0.2
0.1 —
0
2 3 4 5
Number of Nodes

Figure 5.9: The mean of success probability when x is non-identical
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CHAPTER 6

Conclusions and Future Works

In this thesis, we have proposed a Markov Chain model which can be used to simulate
MSH-DSCH transmission behavior in 802.16 mesh mode. This model considers the
competing probability and back behavior of transmitting MSH-DSCH. It also helps us to
realize the competing behavior more clearly. In the future, there will be more possibilities to

design the WiMax mesh mode based on this model.

Based on this model, we derived a formula to evaluate an average delay time of
MSH-DSCH transmission. Furthermore, this delay time may impact the starting time of a
link connection. Thus the higher probability for transmitting scheduling information
MSH-DSCH implies the higher chance or priority it will be to initialize a connection. More
important, the processing time of the following three-way handshaking is also influenced by
MSH-DSCH transmission delay. By this model, we separate out the factors that affect the

delay time. These factors are possibly useful for future researches.

Our scheme also evaluates the success probability of MSH-DSCH transmission. That
1s useful for QoS negotiation and adaptation. A conclusion is obtained that the success
probability is inversely proportionate to the number of nodes. We may get a threshold to

guarantee the connection is more stable by applying this probability in the future.
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Finally, we have a simulation. It appears that results calculated from our mathematic
model closely resemble the results from simulation. In other words, the theoretical model

fits the experimental data well.
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