CHAPTER V

RESULTS

Descriptive ANOVA was used for analysis
because of the following reasons: a) In Case I, where
sample size was N=1000, it was evident that

significance tests of mean differences would be

redundant due to very low variation across replicated

samples (see Table V-1 and Table V-2); b) In Case II

and Case III, where sample sizes were N=100 and N=30

respectively, a significance test with ANOVA seemed

‘1napproprjate because the homogeneity assumption was

violated (see Tab]e V-3 to Table v—e); and c¢c)
Practica1 significance was of greater concern than
was statistica1 significahée in the current
situation.‘The following ana1yses would focus on
systematic_patterns and praética1 significance.
Practical sighiffcance‘was roughly judgéd by'the_

ratio of each mean difference to the standard

<

~deviation of the cbmbined sample. For being judged as .

"practical significance” a mean difference of at
least one standard deviation was considered, When the

two standard deviations involved in comparing means




were highly heterogeneous, a more conservative
conclusion was drawn.

The patterns'of resu1té were highly éimilar‘
across the tWo assessing criteria, Pearson ‘
corre]ations and RMSDs. Therefore, most Con¢1usjons

were based on both criteria.

Case I: N=1000

| _ For each experimehta] cohdition in this Case;
the mean of five replicated éorre1étions as well as
of five reb1iéated RMSDs between true and recovered
pérSon parameﬁe}s were-presented in Table V-1 and
Table V;2 respectively. 1) Generally speaking, IRT-
GRM'pérformed best among the four procedures in terms
of récovering the Tatent trait_parameters. However, a
few interactions between the fécovering procédures
and the distributions of 1tem‘fespohses'COu1d also be
observed. Fikst; compared to FA-PL and FA—PR, IRT-GRM
performéd Jjust as well as djd the two FA procedures
when the item responses were normally distributed but

it tended to outperform them when the distributions

. of item responses became skewed. The advantage of

IRT-GRM was especially evident when the distributions
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Table V-1

Correlations between True and Recovered Person

Parameters for Case I (N=1000)

#items Dists. IRT~GRM
12 Normally .95
: Distributed (.00)
Moderately .94
Skewed ‘ (.00)
Highly | .88
Skewed (;OO)v
Differentiaﬁ1y .93
Skewed ' - (.00)
24 - Normally .98
Distributed  (.00)
Moderate1yv .97
~ Skewed (.00)
Highly o .82
Skewed (.00)

Differentially .97
Skewed (.00)

FA-PR.

(.

(

.95
00)

.92

.00)

.81
.01)

.93
.00)

.98
.00)

.94
.00)

.83

.00)

.96
.00)

FA-PL

(

.95
.00)

.92
.00)

.80
.01)

.93
.01)

.97
.00)

.94
.00)

.83
.01)

.96

.00) -

881

.93
(.00)

.91

(.00)

.81

S (.01)

.91
(.00)

.96

- (.00)

.94

(.00)

.85
(.01)

.95
(.00)

Note: Each correlation in the entry is a mean of five

correlations from five replications. The number in

the pafentheses is the standard deviation of the five

replicated correlations.
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Table v-2

for Case I (N=1000)

RMSDs between True and Recovered PersonFParameters
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 #items

12

24

Dists. IRT-GRM
Normally .31
Distributed (.01)
Moderately .33
Skewed : (.01)
Highly .49
Skewed - (.o1)
Differentially .36
Skewed (.01)
Normally 22
Distributed - (.01)
Moderately .. .24
Skewed : (.01)
Highly .39
Skewed (.01)

Differentially .26

Skewed

(.01)

FA-PR

.31

(.01)

(

.39
.00)

.62
.01)

.38
.01)

.22
.01)

.34
.01)

.58
.01)

.27
.01)

FA-PL

(

.31

.01)

.40
.01)

.62
.01)

.39
.01)
.22
.01)

.34
.01)

.59
.01)

.28

.01)

.01) ; ‘

.43
.01)

.26
.01)

.35 _ |
.00)

.55
.01)

.31
.01)

SSI

.36
.01)

.43
.01)

.61 |

rep11cated RMSDs.

RMSDs from five rép]ications.

Note: Each quantity in the entry is a mean of five

The number in the

parentheses is the standard deviation of the five
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of item responses were highly skewed. Second,
'compared‘to the common SSI procedure, IRT—GRM
performed slightly better whenbthe>distr1butions of
item responses were normal, moderately skewed; or
differentially skewed but much bettervwhen the
disfributions were highly skewed. It seemed'that‘IRT—
GRM was more robust against skewness than were thé
other'three procedufes involved. These results weré_

true across the two conditions of test Tength.

2) FA—PR performed és well aS'did‘FA—PL. This
findihg was true across all experimental conditions
of tést Tength ahd'of response distributﬁons.

3) Both FA-PL and FA-PR were'on1y slightly
'better:than S8I when item responses were normatlly

' distributed. This advantage of factor analysis became»
eVen smaller when dﬁstributioné'of item responses
’were moderaté]& or different1a11y skewed. Moreover,
both FA-PL and FA-PR pefformed slightly worsé than
SSI when the distribUtions ofbitem responsés were
highly skewed. It seemed that factor analysis was
mofe sensitive to the disturbance of skewness than
was SSI. These results were true across the

conditions of test length.




4) It is not surprising that both test Tength
and distributions of item responses had a main
effect. A11 four procedures performed better in the
condition of 24 items than in the condition of 12
items. They performed best when the distributions of
item responses werelnormai, next best when the
distributions were moderately or‘differentialiy
skewed, and worst wheh the distribUtions were highly
skewed.

5) A11 recovering pfoceduréé were fairly
stable across replicated samples based on tHe fact
that all standard deviations of the five

correlations/RMSDs were less than or equal to 0.01.

Case IT: N=100

For each expefimentai condition 1in this caseb
the mean of five rep1icated correiations as well as
of five replicated RMSDs between true and recovered
person parameters were presented in Table V-3 and
Table V-4, respectiveiy;

1) Generally sbeakiné, IRT-GRM performed best
among the seven procedures 1in térms of recoverihg the

latent trait parameters. This conclusion depended
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were highly skewed. These results 1mp11ed that both

somewhat on the cond1t7on of item response

d1str1but1ons When the item responses were normally

distributed, IRT-GRM performed Just as well as did
FA-PR, FA-#L WMDU, and 8SI but much better than did
EMDU and IMDU. However it outperformed all other s1x
procedures when the distributions of item responses
were moderate1y skewed or h1gh1y skewed. When the
~distributions of item responses were d1fferent1a11y
skewed IRT-GRM performed slightly better than did

FA—PR, FA-PL and SSI. It seemed that IRT-GRM was more

- robust agawnst skewness than were the other six

procedures. These resuTts were even clearer when the
number of items was larger and when RMSDs instead of
oorre]ations'were_assessed;'

| 2 Generally speaking, FA-PR, FA-PL and SSI

had similar performances across most conditions.

» However, a s1ight tendency was observed: a1though FA-

PR and FA-PL performed as well as or even slightly
better than did SSI when the distributions of 1tem
responses were normal or moderate]y skewed they

performed worse than did SSI when the d1str1but1ons'

S6
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Table V-3
Corre]ations:between True and Recovered Person

Parameters for Case IT (N=100)

1o
Dist. IRT-GRM FA-PR FA-pL SSI WMDU  IMDU EMDU

Norm. .95 .95 .95 .95 .94 .84 .58

Dist. (.01) (.01) (.o01) (.01) (.01) (.06) (.31)

Moder. .95 .92 .92 .91 .92 86 .78

Skewed  (.01) (.01) (.01) (.02) (.01) (.03) (.11)

Highly = .ag .81 .79 . .82  _.aq .76 .76

Skewed  (.02) (.04) (.08) (.03) (.04) (.06) (.08)

Diff. .92 .91 .92 .90 .83 .83 .56

Skewed  (.02) . (.02) (.02) (.03) (.02) (.02) (.10)

' item |

Norm. .97 .97 .97 .96 .97 .93 .71

Dist. (.00) (.00) (.00) (.00) (.00) (.02) (.29)

Moder . .96 .94 .94 .94 .94 .83 .81

Skewed  (.00) (.01) (.01) (.01) (.o01) (.10) (.02)

Highly .90 .82 .84 .85 .81 .83 .64 |
Skewed (.01) (.03) (.03) (.03) (.05) (.07) (.18) _ }
Diff. .97 .96 .95 .95 .89 .92 .80

Skewed  (.01). (.01) (.03) (l01) (lo3) (.01) (.02)

Note: Each correlation in the entry is a mean of five

Correlations from five'rep]ications. The number in the

Parentheses is the standard deviation of the five : '

rep]icated>oorre1ations.




Table v-4

RMSDs between True and Recovered Person Parameters for

Case II (N=100)

12 items
Dist. IRT-GRM FA-PR FA-PL SSI WMDU IMDU EMDU

Norm. .31 .32 .30 .33 .33 .55 .90
A . Dist. (.03) (.04) (.02) (.02) (.02) (.11) (.30)

Moder. .33 .39 .39 .42 .39 .52 .g7
Skewed (.02) (.03) (.03) (.04) (.03) (.06) (.15)

Highly .46 .61 . .64 .59 .80 .69 .68
Skewed (.04) (.07) (.09) (.06) (.06) (.09) (.11)

Diff. .39 42 .40 .43 .58 .58 .93
Skewed (.06) (.06) (.06) (.08) (.04) (.04) (.11) ‘
24 _items N | : ‘ i
Norm. .24 .23 .25 .27 .25 .38 .71

Dist.  (.01) (.01) (.01) (.01) (.02) (.04) (.32)

Moder, .26 .35 .36 .35 .35 .57 .62
Skewed (.01) (.02) (.02) (.02) (.03) (.15) (.04)

Highly .44 .59 .56 .55 .62 .56 .83
Skewed (.03) (.05) (.05) . (.05) (.07) (.13) (.20)

Diff. .26 .28 .31 .30 .46 .40 .63
Skewed (.03) (.03) (.08) (.03) (.07) (.03) (.04)

Note: Each quantity in the entry is a mean of five
RMSDs from five replications. The number in the
parentheses is the standard deviation of the five

replicated RMSDs.




worse than the -traditional SSI procedure but better
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FA-PL and FA-PR might be more severely disturbed by a

high degree of skewness than was SSI.

3) WMDU performed as well as did IRT-GRM, FA-
PR, FA-PL, and SSI when distributions of item
‘responses were normal. It performed worse than IRT-

GRM when distributions of item responses were

moderately or highly skewed. It performed much worse
than IRT-GRM, FA-PR, FA-PL, and SSI when item
responses were differéntia]]y skewed.

4) Generally, the IMDU procedure per?ormed

than EMDU in almost all conditions. It performed
worse than did WMDU 1in most cbnditions except wheﬁ
item response distributions were differentia]?& or
highly skewed. If results from Case III (in Table V-5
and Table V-6) were a]sé ﬁaken into consideration,'jt
became clear that WMDU was genéra]?y better than;
IMbU.

5) EMDU performed worst among the seven
procedures in almost all cénditidns.

6) With the exception of the th classical

unfolding procedures (IMDU and EMDU), alil procedurés

performed best when item responses were normally -




'1ength and’ response distributions.

d1str1buted and worst when distributions were highty
skewed.

7) Regard1ess of cond1twons of item response

d1str1but1ons 1ncreas1ng test length improved
est1mat1on for all procedures except the two

c1ass1ca1 unfo1d1ng models.

8) In most conditions, the two c1assica1

- unfolding models were less stable than the other five
pProcedures because they OCcasionally produced
1nappropriate solutions which completely failed to

recover the truye pPerson parameters.

Case ITI: N=30Q.

For each experimenta] cond1t1on in th1s case,
the mean of five rep11cated correlations as well as

of five rep11cated RMSDs between true and recovered

. Person parameters were presented 1in Table V-5 and

Table v-8 respectively.
1) Generally speaking,‘the.common SSI
procedure performed as well as or better than all

three unfolding procedures in all cond1t1ons of test




2) WMDU performed better than the two

classical onfo1ding procedures, EMDU and IMDU, 1in a7]

conditions.
3) IMDU performed better than did EMDU when
the distributions of 1tem responses were norma1 or

dwfferent1a11y skewed. EMDU outperformed IMDU,when

distributions of item responses were highly skewed.
The relative merits of IMDU and EMDU were not clear

when distributions of item responses were moderately

skewed

4) Both of the SSI and the WMDU procedures had
more stable performances across rep11cat1ons than did

the two c1ass1ca1 unfolding procedures. The latter

two procedures were unstable because they sometimes

- produced 1nappropriate so1utions which completely

failed to recover the true person parameters of a few

samp]es

5) Both SSI and WMDU performed best when 1ten
responses were normally distributed and worst when
item resoonses were highly skewed. However, SSI
performed better when item responses were
d1fferent1a11y skewed than when item responses were

moderateYy skewed, while WMDU had the opposite




Table v-5

Correlations between True and Recovered Person

Parameters For Case III (N=30)

items

12

24

Dists.

Normally
Distributed

Moderaté1y
Skewed

Highly
Skewed

SSI
.93
(.02)

.89
(.05)

.79
(.08)

Differentially .91

Skewed

kama]]y
Distributed

Moderaté1y
Skewed

Highly
Skewed

(.03)

.96
(.01)

.94
(.01)
.87
(.04)

Differentially .94

Skewed

(.02)

WMDU

.92
.05)

.88
.05)

.76
.04)

.84
.07)

.96
.02)

.92
.02)
.81
.04)

.91
.02)

IMDU

.63
.24)

.68
.25)

.50

.15)‘

.67
.37)

.89
.06)

.56
.19)

.44
.26)

.88
.09)

EMDU

.56
(.22)

.64

(.11f

<71

(lo7)

.55

(.07)

.74

(.09)

.75
.09)

.69
.05)

.79
.05)

Note: Each quantity in the entry is a mean of five

RMSD from five replications.

replicated RMSD.

The number 1in the

parentheses is the standard deviation of the five
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Table V-6
RMSDs between True and Recovered Person Parameters

for Case III (N=30)

. #

items Dists. SSI  WMDU IMDU EMDU
- 12 Normally .13 .39 .80 .90
; ‘ , Distributed (.03) (.10) (.26) (.22)
| ‘Moderately .21 47 .75 .82
Skewed (.10) (.09) (.28) (.12)
Highly -~ .40 .68 .97 .74
Skewed (.16) (.06) (.14) (.09)
Differentially .1g 54 72 g3
Skewed (.08) (.12) (.38) (.07)
24 Normally .07 .28 .46 .70
Distributed (.03) (.08) (.13) (.12)
Moderately .12 .38 91 g9
Skewed (.03) (.06) (.19) (.14) T
Highly .26 .60 1.03 .77
.Skewed - (.07) (.06) (.23) (.086)
Differentially .11 .41 .46 .63

Skewed (.04) (.06) (.16) (.07)

Note: Each quantity 1in the‘entry is a mean of five
RMSDs from five replications. The number 1in the

parentheses is the standard deviation of the five

replicated RMSDs.
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pattern of performances.

6) The above outcomes became clearer when

number of items became larger.

Conclusions across Cases

o ‘ 1) From the best to the worst, the general

performances of the seven procedures could be ordered

as follows: a) IRT-GRM, b) FA-PL and FA-PR, c) SSI,
d) WMDU, and e) IMDU and EMDU. |

2) IéT~GRM was more robust against skewness
than were FA—PL, FA-PR, and SSI eVen whenvsamp1e size
was as small as N=100.

-3) FA-PL and FA-PR were cohpetitive with IRT-
GRM only when item responses weke normally
‘distributed. |

4) FA¥PL and FA-PR performed equally well
acrossva1most afl‘conditions.

5) The common SSI practice might be slightly
worse than the two FA procedures when item responses
were normally distributed, but it was better than -
them when item responses were highly skewed.

6) The WMDU procedure was generally not a

better aWternatﬁve to the common SSI practice. It




berformed as well as did ssi on1y when item responses
were normally distributed or moderaté1y skewed and
when sample size was large for MDU (e.g., N=100) .

‘ 7) IMDU and EMDU were even worse than WMDU and
should be avoided for Likert-type data. The reader
‘shou1d recall that the IMDU and EMDU procedures
modeled the data in a completely different way than

did the WMDU procedure.
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CHAPTER VI

DISCUSSION

FA=PR vs, FA-PL

It was predicted that FA-PL should perform
better than FA- PR. This pred1ct1on was made because
prev1ous 11terature had shown that FA-PL gave more

accurate estimates of the pairwise true latent
correlations and of the factor loadings than did Fa-
.PR. When the recovered corhe1atiohs were examined,
Pearson correlations (rather than polychorie
corke]ations) were indeed found to Systematically

: underestimate the true latent Correlations. It was

alsc found that FA-PR rather than FA-PL

systemat1ca11y underestimated the true factor

' Toad1hgs In addition, these underestﬁmations were

especially obvious when item responses were highly or
d1fferent1a11y skewed. A171 of these f1nd1ngs were

. consistent with resu]ts of previous studies.

Nonethe]ess the current resu]ts showed that the

systematic underestimation of both trye Tatent
corre1at1ons and factor loadings d1d not hamper the

estimation of the true 1atent trait. Across almost
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estimated the latent trait as accurately as did FA-

" factor loadings was compensated by systematic

107

all conditions set by the current study, FA-PR
PL. It seemed that the systematic uhderestimation of

overestimation of regression weights for factor
scores Qhen the iatent trait Was to be estimated.
This cqmpensation.phenomenon was even found for
dichotomous items in a later study (Chan, Hou & Chen,

in preparation).

As predicted, the WMDU model was found to

outberform the two classical unfolding models in
almost all experimehta} conditions. This result
imp1fed that, if procedures in the MDS family are to
be emp1oyed.for analyzing Likert-type data, the WMDU
model should be a more reasdnab]e-a]ternative to the
two classical unfolding mode1s. | |

IMDU and EMDU were expected to éomp1ete1y'fa11
in the situation where all item responses weré

normally distributed and to perform best when item

responses were differentially skewed. This prediction

was not confirmed. The performances of IMDU and EMDU



. condition to another. The underlying mechanism of the

IRT’s non-linear formulation of the relationship
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were very unstable~-they fluctuated from one

two classical unfolding procedures to model the
mondtonic relationships between the Likert-type itemsA
and the latent trait seems puzzling. The results of
the Curreht study suggested that IMDU and EMDU should

not be applied to Likert-type items.

IRT vs, FA vs, MDS

Conceptua11y, IRT~-GRM, FA-PL, FA-PR, and WMDU
are all able to model both discrimination parameteré
and threshold values in Likert-type items. Their

prediqted relative merits were generally confirmed.

between responses and latent traits seemed to have
some advantages, especially when distributioﬁs of
itém responses.were skewed. These advantages were
perhaps due to the property that IRT item parameter
estimafes do not depend on the latent trait
dfstribution of the’ca1ibration sémp1e. The curreht
study suggests that when distributions of jtem
responses are moderate1y or highly skewed, IRT-GRM 1is

the favored choice for estimatiné the latent trait.
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When item responses are -normally distributed, IRT-
GRM, FA-PL, FA-PR, and WMDU are all] reasonable

choices, which may be decided according to other

objectives.

SSI _vs. Other Procedures

The common SSI bractice for scaling the.
Likert-type items has usually been criticized for its
strong'assumbtidn'of equal intervals in the ordina?
scales. The present studylfound.that this strong
'assumption was>not very harmful given that the number

of response categories for each item was five. In the

'pfesent_study, the SSI procedure might be slightly
worse thah_the,IRT—GRM but was comparable w{th the
two sophisticated FA probedures. The S8SSI procedure
was even more robust against skewness;than’fhe two FA

procedures. In addition,>it was as good as or better

.than the WMDU and was definite]y better than_the two

éTassicaW unfolding procedures. If computer time and
computational simplicity were also taken into
consideration, the SSI procedure became more

attractive than the other six procedures.




Selection among Procedures

In addition to the dépendent and independent
‘variab1es explored by the current study, researchers
‘may also need to consider the following factors when
' ' ' ) selection among the séven procedures is necessary:
| , é) Model Features. IRT, FA, and MDS have been -
developed by different schools in different

statistical/psychometric traditions so that their

objectives and features are also distinctive. IRT

models have the wel} known property of "item-free
person measurement” and "sample-free testb
ca11bréti0n" (Wright, 1967). Therefore, IRT models
are very suitable for dea]ing with test equating and
adaptive testing. FA models are'ab1e to handle large
‘numbers of latent variables and, if embedded in the
context of structural equation modeling, are able to
statistically test hypotheses about latent structure,
i.e., the relationships among_]atent variables.
Finally, MDS ﬁransforms psycholecgical re1ationsh1pé

to spatial re]ationships and can satisfy researchers

who prefer pictures to numbers for kevea]ing the

meaning of data.




b) Computer time (on IBM 3081). Generally |
speaking,'the‘WMDU procedure was the most time-
 consuming procedure, IRT—GRM/FA—PL’the second, FA;
. ' ” | , , - PR/IMDU/EMDU ihe third, and SSI the fourth. Whgn the
. | | | WMDU model did not fit the data well (e.g., in the
L | sftuation Where item responses were highly or
differentially skewed), it cdu1d take as much as 800
b : ' seconds of CPU time given one analysis of 100
i subjects by 24 1tems. The‘IRT—GRM and the FA-PL could

o A - require as much as 45 seconds of CPU time given 1000

cases, 24 items, and high1y skewed'responses.

C) Computer’s working memory. Applying the
WMbU model to Lﬁkert~type items, users will encéuntef
‘numerous ties. The present study found that the
amount of storage needed by the SAS PROC ALSCAL to
cope with ties in 24 items by 100 cases 1is about 9000
bytes. | - |

d) Number of stimuli. Most current compuﬁek
programs for MDS have difficulty handling a data set

with more than 200 stimuli.




‘measurements may also frequently be imp1ementéd with

Regarding the latent space, the current study

investigated only the unidimensional case. Some of

the current findings may not be generalizable to
multidimensional cases. For example, IRT-GRM which

utilizes MML estimation based on the full information

approach is preferable for long tests with few
factors. MML is better with few factors because it
requires integration over the entire factor space,

which implies geometric increases in computation load

as the number of factors increases. Multidimensional

cases may be-abTe to be investigated after IRT-GRM s
developed to cope with multidimensional polychoric

data.

Although Likert-type items are often based on

5-point response scales, general attitude

non 5-point scales. It is unknown whether or not the

current findings would generalize to non 5-point
scales. Although the current study had no reason

opposfng this kind of generalization, a further study

is needed for providing some evidence. It is possible

that, due to the increasing or deéreasing number of




parameters to be estimated, the relative merits of
the seven statistical procedures may change with

differing numbers of response categories.

There are many kinds of 1tem—respohse
distributions that are qualitatively different from

one another. For example, U~shaped, uniform, or other

irregular distributions are occasionally encountered

in practice. The current study, however, investigated

on]y norma1-and skewed distributions. It is still

unknown how accurate the seven statistical procedures
wou]d be 1n estimating the latent trait from Likert-

type data given those response distributions which

were not investigated.

Invariance of the response threshold values -
'across‘subjects is a major and neglected assumption
of psychological research.(Brédy, 1989). It is also
assumed-by the currenf simu]atibn processes.‘The
éffects of violating this assumption on the
performanceé of the seven statistical procedures
discussed above need to be explored in a further
study. The currént‘study predicted that, if this
assumption is violated seriously, performances of all

seven procedures except WMDU will be affected. WMDU
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may be appropriate for interpersona11y incomparabile

data because in the "three way three mode"” data set

~input for WMDU, the row stimuli which represent
subjects/persons can be set to be row-conditional.
A1thdugh the current study tended to assume
'_ that the performance‘dfffefenqes among ihvestigated
procedﬁres were mainly due to mathematfca] modeling,
estimation algorithms could be a minor confounding

factor when comparisons were made across IRT, FA, and

MDS. In the MULTILOG computer program for IRT-GRM,
marginal ML was used to estimate item parameters

. while obndjtiona] ML was used to'estimate person
parameters. In the LISREL computer program for FA-PR
and_FA—PL, ML (6r unweiéhtedv1east squares 1? a
correlation matrix was not positive definite) Was
used to estimate factor stfuctures while least

' squares regression was used to estimate factor
‘scores., In the ALSCAL computer program for IMDU,
EMDU, and WMDU, alternating least squares was used io
estimate both item coordinates and‘subjects’ ideal
points. Therefofe, a portion of the performance'
differences across IRT, FA,iand MDS might have been

due to estimation rather than pure modeling
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differences. With a few samples, however, the author

did compare the unweighted least squares solutions

with ML solutions in FA but found little difference.

Further studies are needed to isolate the effects of

estimation from those of mode11ng.‘
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