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Abstract: This paper provides new versions of necessary and sufficient conditions

for compatibility of finite discrete conditional distributions, and of the uniqueness

for those compatible conditional distributions. We note that the ratio matrix (the

matrix C in Arnold and Press (1989)), after interchanging its rows and/or columns,

can be rearranged to be an irreducible block diagonal matrix. We find that checking

compatibility is equivalent to inspecting whether every block on the diagonal has a

rank one positive extension, and that the necessary and sufficient conditions of the

uniqueness, if the given conditional densities are compatible, is that the ratio matrix

itself is irreducible. We show that each joint density, if it exists, corresponds to a

rank one positive extension of the ratio matrix, and we characterize the set of all

possible joint densities. Finally, we provide algorithms for checking compatibility,

for checking uniqueness, and for constructing densities.
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1. Introduction

Multivariate distributions that are defined by conditional and/or marginal
distributions are often used in probability modelling and Bayesian statistics. In
particular, there is great interest in determining the joint distribution or marginal
distributions when only conditional distributions are specified. The Gibbs sam-
pler and some Markov Chain Monte Carlo methods are important research areas
that may involve the characterization of a joint distribution by given conditional
distributions (Liu (1996)). When both the conditional distribution functions of
X|Y and Y |X are specified, the issue of compatibility is whether there exists a
joint distribution function of (X,Y ) with these specified functions as conditional
distribution functions. It is important to provide some criteria which are simple
and easy to use for compatibility checking. In this paper, we concentrate our
attention on the compatibility of finite discrete conditional distributions and, for
simplicity, we just consider two-dimensional cases.
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There are several versions of necessary and sufficient conditions for compati-
bility given by Arnold and Press (1989) and Arnold, Castillo and Sarabia (2002,
2004). However, an incompatible example (see Example 1 in Section 3) satis-
fying Arnold and Press’ (1989) compatible condition is found. In some cases,
the Arnold, Castillo and Sarabia (2004) condition for compatibility checking was
found not an easy task and less effective. By investigating the structure of a ratio
matrix (Arnold and Press (1989)), we successfully solve both the “existence” and
the “uniqueness” problems.

After interchanging rows and/or columns, the ratio matrix can be rearranged
to an “irreducible block diagonal matrix.” We find that the ranks of all blocks
on the diagonal determine the compatibility of finite discrete conditional distri-
butions. More precisely, the necessary and sufficient condition for compatibility
is that every block is of rank one. This new method, which needs only some
elementary operations of matrices, could provide a simpler and more effective
approach. Equivalent criteria and details are presented in Section 3.

When the given conditional distributions are compatible, it is natural to
ask whether the associated joint distribution is unique. This issue has been
addressed by Amemiya (1975), Gourieroux and Montfort (1979), Nerlove and
Press (1986) and Arnold and Press (1989). Arnold and Press (1989) pointed out
that the condition for uniqueness is generally difficult to check. In this paper,
through the structure of the ratio matrix, we give some quite simple criteria for
uniqueness checking. Moreover, we obtain all the associated joint distributions
whenever they are not unique.

Other related works such as near compatibility and compatibility of partial
conditional distributions can be seen in Arnold, Castillo and Sarabia (2002, 2004).
In addition, for the inverse Bayes formula in Bayesian computation refer to Ng
(1995, 1997), Tian, Ng and Geng (2003) and Tian and Tan (2003). We do not
pursue these topics in this paper.

This paper is organized as follows. In the next section, we introduce some
interesting structures of a ratio matrix: the irreducible matrix and irreducible
block diagonal matrix. In Section 3, we use this intrinsic structure to derive new
necessary and sufficient conditions for compatibility of any two given conditional
matrices. In the fourth section, we obtain useful criteria to check whether or
not the joint density is unique, and we also characterize all joint densities if two
specified conditional densities are compatible. In Section 5, we provide algorithms
for checking compatibility and uniqueness. We also present an algorithm to
construct joint or marginal densities.

2. Some Preliminary Results

We restrict our attention to bivariate random variables that are finite dis-
crete. Two I × J matrices, A = [aij ] and B = [bij ], with nonnegative elements
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are called conditional matrices if
∑I

i=1 aij = 1 for all j, and
∑J

j=1 bij = 1 for all
i. These conditional matrices are said to be compatible if there exists a discrete
random vector (X,Y ) such that the conditional density fX|Y (xi|yj) = aij and
the conditional density fY |X(yj |xi) = bij for all (i, j) ∈ {1, . . . , I} × {1, . . . , J},
where {x1, . . . , xI} and {y1, . . . , yJ} are supports of X and Y , respectively.

Let NA = {(i, j) | aij > 0} and NB = {(i, j) | bij > 0}. Notice that,
if A and B are compatible, then NA = NB (see Arnold and Press (1989)).
The condition NA = NB is a required condition for any further discussion of
possible compatibility; hereafter, we assume that NA = NB ≡ N . The matrix
C = [cij ], where cij = aij/bij if (i, j) ∈ N , otherwise cij = ∗ (a symbol to
denote the undefined entries), is defined as the ratio matrix of A and B. A ratio
matrix C = [cij ] is said to be incomplete if some of cij ’s are ∗, and complete
otherwise. We can extend any incomplete matrix to a complete one by assigning
real numbers to substitute all undefined entries. A matrix C = [c̄ij ] is called a
positive extension of a ratio matrix C = [cij ] if all c̄ij > 0 and c̄ij = cij whenever
(i, j) ∈ N . Such a positive extension C is not necessarily unique, and C = C if
C is complete. We say that an incomplete ratio matrix C is of rank one if it has
a rank one positive extension.

It can be shown that an I × J incomplete matrix C is of rank one if and
only if there exist positive vectors u and v of dimensions I and J , respectively,
such that C = uv′ is a rank one positive extension of C, since the row or column
space of C has dimension one.

Definition 1. A ratio matrix C is said to be reducible if, after interchanging
some rows and/or columns, it can be rearranged as(

T1 ∗
∗ T2

)
,

where entries off the diagonal block matrices T1 and T2 are all “∗”. The matrix
C is irreducible if it is not reducible.

By the properties of a ratio matrix, neither entries of T1 nor T2 in Definition 1
are all “∗” if C is reducible.

Lemma 2. For any ratio matrix C, by interchanging some rows and/or columns,
it can be rearranged as an irreducible block diagonal (abbreviated as IBD) matrix,
denoted by

T (C) ≡


T1 ∗ · · · · · · ∗
∗ T2 ∗ · · · ∗
... ∗ . . . . . .

...
...

...
. . . . . . ∗

∗ ∗ · · · ∗ TM

 ,
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where diagonal block matrices T1, . . . , TM (M ≥ 1) are irreducible and entries off
these diagonal block matrices are all “∗”. When M = 1, C itself is irreducible.
For convenience, we write T (C) = Diag(T1, . . . , TM ) for M ≥ 1.

Interchanging two rows or columns of a matrix simply multiplies it by a
permutation matrix (Weisstein (2005)) from the left or right, respectively. The
addition and multiplication rules involving “∗” are defined as follows:

0 + ∗ = ∗ + 0 = ∗, 0 × ∗ = ∗ × 0 = 0, and 1 × ∗ = ∗ × 1 = ∗.

With this definition, the irreducible block diagonal matrix of Lemma 2 can be
written as T (C) = ECF for products of permutation matrices E on rows and F

on columns. Notice that E−1 = E′ (the transpose of E) and F−1 = F ′.

Lemma 3. A ratio matrix C is of rank one if and only if each Tm, 1 ≤ m ≤ M ,
is of rank one, where T (C) = Diag(T1, . . . , TM ) is any IBD matrix of C.

Proof. Assume C is of rank one. There exist positive vectors u and v such
that C = uv′, where C is a rank one positive extension of C. By Lemma 2,
any IBD matrix T (C) of C is ECF for products of some permutation matrices
E and F . Clearly, ECF is a positive extension of T (C) = Diag(T1, . . . , TM ),
ECF = Euv′F = (Eu)(F ′v)′. Write (Eu)′ ≡ ū′ = (ū′

1, . . . , ū
′
M ) and (F ′v)′ ≡

v̄′ = (v̄′
1, . . . , v̄

′
M ), where the dimensions of ūm and v̄m are the number of rows

and the number of columns of Tm, respectively. By the property of E and F ,
ūmv̄′

m is a positive extension of Tm and therefore, Tm is of rank one for each
1 ≤ m ≤ M .

Conversely, assume T (C) = Diag(T1, . . . , TM ) is any IBD matrix of C with
each Tm having rank one, so T (C) = ECF for products of permutation matrices
E and F . Since Tm is of rank one, there exist a positive extension Tm of Tm

and positive vectors ūm and v̄m such that Tm = ūmv̄′
m, for each 1 ≤ m ≤ M .

If ū′ = (ū′
1, . . . , ū

′
M ) and v̄′ = (v̄′

1, . . . , v̄
′
M ), ūv̄′ is a positive extension of T (C).

Then, E′(ūv̄′)F ′ = (E′ū)(F v̄)′ is a rank one positive extension of E′T (C)F ′ = C.
Hence, C is of rank one.

An algorithm for finding an IBD matrix of any ratio matrix is given in the
Appendix.

3. Necessary and Sufficient Conditions for Compatibility

In this section, we present new versions of necessary and sufficient conditions
for compatibility. These versions could provide easier and more effective ways to
check the compatibility of any specified finite discrete conditional distributions.
An incompatible example satisfying Arnold and Press’ (1989) compatible condi-
tion is given in this section as well. We give a proof of the following Theorem 4
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that summarizes Theorem 1 (Theorem 3 of Pérez-Villalta (2000)) and Theorem
2 (implicit in Pérez-Villalta (2000)) of Arnold, Castillo and Sarabia (2004).

Theorem 4. Let C be the ratio matrix of two I × J matrices A and B. Then
A and B are compatible if and only if NA = NB and there exists a positive
extension C of rank one.

Proof. Assume A = [aij ] and B = [bij ] are compatible. Then there ex-
ist joint and marginal densities, say fX,Y (x, y), fX(x), fY (y), such that aij =
fX,Y (xi, yj)/fY (yj) and bij = fX,Y (xi, yj)/fX(xi) for 1 ≤ i ≤ I and 1 ≤ j ≤ J .
Clearly, NA = NB. Take C = (fX(x1), . . . , fX(xI))′(1/fY (y1), . . . , 1/fY (yJ)),
then C is a rank one positive extension of C.

Conversely, suppose C is a rank one positive extension of C. Then C
can be expressed as uv′ for some positive vectors u′ = (u1, . . . , uI) and v′ =
(v1, . . . , vJ). Define gX(xi) = ui/u+ for 1 ≤ i ≤ I, where u+ =

∑I
i=1 ui,

gY (yj) =
∑I

i=1 bijui/u+ for 1 ≤ j ≤ J , and gX,Y (xi, yj) = bijui/u+ if (i, j) ∈ N ,
zero otherwise. Obviously, gX and gY are marginal densities of gX,Y . Since
aij/bij = c̄ij = uivj for (i, j) ∈ N and aij = bij = 0 for (i, j) 6∈ N , we have
bijui = aij/vj for 1 ≤ i ≤ I and 1 ≤ j ≤ J , which implies that gX|Y (xi|yj) = aij

and gY |X(yj |xi) = bij . Therefore, A and B are compatible.

When A and B are compatible, we can find a positive extension C = uv′

for some positive vectors u′ = (u1, . . . , uI) and v′ = (v1, . . . , vJ). The marginal
density of X corresponding to C is given by fX(xi) = ui/u+ for 1 ≤ i ≤ I,
then the joint density is fX,Y (xi, yj) = bijui/u+, and the marginal density of Y

is fY (yj) =
∑I

i=1 bijui/u+ for 1 ≤ j ≤ J . Note that the marginal density of Y

can also be obtained as fY (yj) = v/vj for 1 ≤ j ≤ J , where 1/v =
∑J

j=1 1/vj ,
fX,Y (xi, yj) = vaij/vj for (i, j) ∈ N , and fX(xi) = v

∑J
j=1 aij/vj for 1 ≤ i ≤ I.

The rank one requirement of C in Theorem 4 is also equivalent to each of
the following three statements. The first two are Theorem 3 and Theorem 4,
respectively, of Arnold, Castillo and Sarabia (2004), and the last is Theorem 2.1
of Arnold and Gokhale (1998).

1. There exists a positive extension C such that c̄ij c̄IJ = c̄iJ c̄Ij for 1 ≤ i ≤ I − 1
and 1 ≤ j ≤ J − 1.

2. There exists a positive extension C such that c̄ij c̄++ = c̄i+c̄+j for 1 ≤ i ≤
I and 1 ≤ j ≤ J , where c̄i+ =

∑J
j=1 c̄ij , c̄+j =

∑I
i=1 c̄ij , and c̄++ =∑I

i=1

∑J
j=1 c̄ij .

3. There exist positive vectors τ ′ = (τ1, . . . , τI) and η′ = (η1, . . . , ηJ) such that
ηjaij = τibij for 1 ≤ i ≤ I and 1 ≤ j ≤ J .

To check the compatibility of specified finite discrete conditional distributions
using Theorem 4, we only have to see if we can find a rank one positive extension
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of the ratio matrix. Alternatively, if we can find a positive extension, where all
rows (or all columns) are proportional, then the given specified finite discrete
conditional distributions are compatible. However, during the extension process,
if there exist two rows (or two columns) which cannot be proportional, then the
given specified finite discrete conditional distributions are incompatible.

The following example shows that the method of Theorem 4 might be easier
than that used by Arnold, Castillo and Sarabia (2004) for compatibility check-
ing. This example also points out that Arnold and Press’ compatible condition
(Theorem 3.1 of Arnold and Press (1989)) is insufficient.

Example 1. Given two conditional matrices:

A =


1
2

1
3

2
3

0
1
2

2
3

0
1
3

0 0
1
3

2
3

 , and B =


1
2

1
6

1
3

0
1
2

1
3

0
1
6

0 0
1
6

5
6

 .

Then, the corresponding ratio matrix is

C =


1 2 2 ∗
1 2 ∗ 2

∗ ∗ 2
4
5

 .

By Theorem 3.1 of Arnold and Press (1989), one only need check that NA = NB

and c11× c22 = c12× c21 = 2 to conclude that A and B are compatible. However,
by either the method used by Arnold, Castillo and Sarabia (2004) or the method
of Theorem 4, A and B are incompatible.

By the method of Arnold, Castillo and Sarabia (2004), first, we have to
extend C to

D =


1 2 2 d14

1 2 d23 2

d31 d32 2
4
5

 .

Next, set up a system of equations (as Eq. (16) of Arnold, Castillo and Sarabia
(2004)) to see if there are any values of d14, d23, d31, and d32 to make D rank
one. In this case, we must solve six equations, namely

1 × 4
5

= d14 × d31, 2 × 4
5

= d14 × d32, 2 × 4
5

= d14 × 2,

1 × 4
5

= 2 × d31, 2 × 4
5

= 2 × d32, d23 ×
4
5

= 2 × 2.
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No solution exists, and it can be concluded that A and B are incompatible.
By the method of Theorem 4, in order to make the first two rows propor-

tional, we have to set c̄14 = c̄23 = 2, and the matrix turns out to be
1 2 2 2

1 2 2 2

∗ ∗ 2
4
5

 .

However, no matter what the values of c̄31 and c̄32 are, the last two columns
will never be proportional. From Theorem 4, we conclude that A and B are
incompatible.

In the next theorem, we use Lemma 3 to present another version of necessary
and sufficient conditions for compatibility. This new version plays an essential
role in understanding whether the joint density of the compatible conditional
densities is unique or not. By Lemma 2, any ratio matrix can be rearranged to
an irreducible block diagonal matrix T (C) = Diag(T1, . . . , TM ) for M ≥ 1. If
M > 1, this theorem provides a more effective method to check compatibility
than that of Theorem4, especially when the ratio matrix has a large size or
contains many ∗’s.

Theorem 5. Let C be the ratio matrix of conditional matrices A and B and
T (C) = Diag(T1, . . . , TM ) be any IBD matrix of C. Then A and B are compatible
if and only if NA = NB and each Tm, 1 ≤ m ≤ M , is of rank one.

Proof. From Theorem 4, the necessary and sufficient conditions of compatibility
are NA = NB and C is of rank one. By Lemma 3, C is of rank one if and only
if each Tm, 1 ≤ m ≤ M , is of rank one. The proof is complete.

One advantage of Theorem 5 is that the compatibility checking only needs
to focus on whether all Tm’s are of rank one or not. Since the size of each Tm is
smaller than that of C, this can be more effective. When C is large, Theorem 5
can significantly reduce computing time and, once we find one Tm not to be of
rank one, A and B are incompatible.

Example 2. Consider the matrices A and B with ratio matrix C:

A =



1
2

0 0 0 0 0

0
2
3

0 0
1
2

1

0 0 1 0
1
2

0

0
1
3

0 0 0 0
1
2

0 0 1 0 0


, B =



1 0 0 0 0 0

0
1
3

0 0
1
6

1
2

0 0
1
2

0
1
2

0

0 1 0 0 0 0
1
2

0 0
1
2

0 0


,
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C =



1
2

∗ ∗ ∗ ∗ ∗
∗ 2 ∗ ∗ 3 2

∗ ∗ 2 ∗ 1 ∗

∗ 1
3

∗ ∗ ∗ ∗
1 ∗ ∗ 2 ∗ ∗


.

One of the IBD matrices of C can be expressed as T (C) = Diag(T1, T2), where

T1 =


2 ∗ 2 3

∗ ∗ 1
3

∗
∗ 2 ∗ 1

 and T2 =

 1 2
1
2

∗

 .

The detailed transformation is given in Example 3 of Section 5. Consider the
positive extensions

T 1 =


2 6 2 3
1
3

1
1
3

1
2

2
3

2
2
3

1

 and T 2 =

 1 2
1
2

1

 .

We see that T1 and T2 are of rank one so A and B are compatible. We sub-
sequently find a joint distribution of (X,Y ) with A and B as its conditional
matrices.

fX,Y (xi, yj) y1 y2 y3 y4 y5 y6 total

x1
1
12

0 0 0 0 0
1
12

x2 0
1
6

0 0
1
12

1
4

6
12

x3 0 0
1
12

0
1
12

0
2
12

x4 0
1
12

0 0 0 0
1
12

x5
1
12

0 0
1
12

0 0
2
12

total
2
12

3
12

1
12

1
12

2
12

3
12

1

The detailed steps for finding a corresponding joint distribution for Exam-
ple 2 are given in Section 5.
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4. Necessary and Sufficient Conditions for the Uniqueness

When the given conditional distributions are compatible, the next question
to ask is whether or not the associated joint distribution is unique. We show
below that it is not always unique.

Arnold and Press (1989, p.155) discussed the necessary and sufficient condi-
tion for uniqueness based on the irreducibility concept of Markov Chains (called
MC-irreducibility). They also stated that the statements (iv)−(vi) in Theorem
6 are equivalent. However, they also pointed out that their criterion is difficult
to check in practice. Using the concept of irreducibility for the ratio matrix in
this paper, we can provide an alternative necessary and sufficient condition that
is easier to check for uniqueness.

Theorem 6. Let C be the ratio matrix of two I × J compatible conditional
matrices A and B. The following statements are equivalent: (i) M = 1 for any
IBD matrix T (C) = Diag(T1, . . . , TM ) of C; (ii) C is irreducible; (iii) C has a
unique rank one positive extension; (iv) the joint distribution with ratio matrix
C is unique; (v) the Markov chain corresponding to BA′ is MC-irreducible; (vi)∑I

i=1(BA′)k+i > 0 for some k.

Proof. (i)⇔(ii) by Lemma 2. That (iv)⇔(v)⇔(vi) can be seen in Arnold and
Press (1989, p.155). (ii)⇒(iii) For J = 1, C is unique for any I since C = C. We
will complete the proof using induction on J ≥ 2 for any I.

For J = 2, partition C as C = (C1
... C2). When C1 is complete, C1 = C1.

By Theorem 4, C2 must be proportional to C1. Since C is irreducible, at least
one entry of C2 is positive, which implies C2 is uniquely determined. When C1 is
incomplete it can be rearranged, by multiplying by E (a product of permutation
matrices on rows), as

EC =
(

T1 Z1

Q Z2

)
,

where all entries of T1 are positive and Q is a p× 1 (p ≥ 1) matrix whose entries
are all ∗. Since EC is obtained by permuting rows of an irreducible C, EC is
also irreducible. This implies that Z2, whose entries are all positive, is complete
and Z1, whose entries cannot all be ∗, contains at least one positive entry. By
Theorem 4, through the proportionality of columns of C, Z1 is proportional
to T 1 = T1 and Q is proportional to Z2 = Z2. Both Z1 and Q are uniquely
determined since the proportionality constant, the ratio of any positive entry of
Z1 and the entry of its corresponding row of T1, is fixed. Therefore, the rank one
positive extension of EC is unique. It follows that

E′
(

T1 Z1

Q Z2

)
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is the unique rank one positive extension of C.
Assuming now that the induction hypothesis holds for 2 ≤ J ≤ n, we are

going to prove it for J = n+1. Let C be an irreducible ratio matrix with J = n+1.

Partition C as C = (C1
...C2), where C1 and C2 are I × n and I × 1, respectively.

By interchanging rows of C and columns of C1, C can be transformed into

ECF =


T1 Z1

. . .
...

TM ZM

Q ZM+1

 ,

where T1, . . . , TM (M ≥ 1) are irreducible matrices and Q is a p×n matrix whose
entries are all ∗. Here Q may not exist, then neither does ZM+1. It can be seen
that the following proof also holds when Q in this case.

By the induction hypothesis, Tm has a unique rank one positive extension
Tm for 1 ≤ m ≤ M . From Theorem 4, Zm is proportional to columns of Tm.
The irreducibility of C implies that each Zm must have at least one positive en-
try. These particular entries serve to unite all proportionality constants between
Zm and columns of Tm. Hence Zm is uniquely determined for 1 ≤ m ≤ M .
Again, ZM+1 = ZM+1 by the irreducibility of C. Therefore, the entire column
(Z ′

1, . . . , Z
′
M , Z

′
M+1)

′ is uniquely determined. Since the columns are proportional
by Theorem 4, ECF has a unique rank one positive extension ECF . It follows
that E′ECFF ′ is the unique rank one positive extension of C. Now, the induc-
tion hypothesis holds for J = n + 1.

(iii)⇒(iv) Assume C has a unique rank one positive extension C. Suppose fX,Y

and gX,Y are joint densities with A and B as their conditional matrices. For
(i, j) ∈ N , we have fX(xi)/fY (yj) = cij = gX(xi)/gY (yj). Let matrices

Cf ≡


fX(x1)

...

fX(xI)

(
1

fY (y1)
, . . . ,

1
fY (yJ)

)
,

Cg ≡


gX(x1)

...

gX(xI)

(
1

gY (y1)
, . . . ,

1
gY (yJ)

)
.

Clearly, Cf and Cg are rank one positive extensions of C. Since the rank
one positive extension matrix of C is unique, we then have fX(xi)/fY (yj) =
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gX(xi)/gY (yj) for 1 ≤ i ≤ I and 1 ≤ j ≤ J . Hence,

1
fY (yj)

=
I∑

i=1

fX(xi)
fY (yj)

=
I∑

i=1

gX(xi)
gY (yj)

=
1

gY (yj)
, 1 ≤ j ≤ J.

That is, fY = gY . In addition, fX,Y (xi, yj) = aijfY (yj) = aijgY (yj) = gX,Y (xi,
yj) for 1 ≤ i ≤ I and 1 ≤ j ≤ J . Therefore, the joint distribution of A and B is
unique.

(iv)⇒(ii) Assume C is reducible, then there exist invertible matrices E and F
such that

ECF =
(

T1 ∗
∗ T2

)
.

Since A and B are compatible, there exist positive vectors u and v such that C =
uv′. Clearly, ECF = (Eu)(F ′v)′ is a rank one positive extension of ECF . Write
(Eu)′ ≡ (e′

1,e
′
2) and (F ′v)′ ≡ (f ′

1, f
′
2), where the dimensions of e1 and e2 are the

number of rows of T1 and T2, respectively, and the dimensions of f1 and f2 are
to the number of columns of T1 and T2, respectively. Next, we want to construct
another rank one positive extension of C. Consider (2e′

1, e
′
2)

′((1/2)f ′
1,f

′
2), which

is a rank one positive extension of ECF . Then E′(2e′
1, e

′
2)

′((1/2)f ′
1, f

′
2)F

′ is also
a rank one positive extension of C.

The entries of Eu = (e′
1, e

′
2)

′ are just those of u except for order, since
E is a product of permutation matrices. Therefore, the marginal density of X
constructed by Theorem 4 using u is the same as that using Eu. However the
marginal density of X using (e′

1, e
′
2)

′ or (2e′
1, e

′
2)

′ is different. This implies that
we have two joint densities, which contradicts the uniqueness of the joint density.

From Theorem 4, we can obtain at least one joint density if C is a rank one
positive extension of a ratio matrix C. When C is irreducible, from Theorem
6, C is unique and there is only one joint density. However, if C is reducible,
Theorem 6 shows that C is not unique and there is more than one joint density.
Whether there is only one or more than one joint density associated with any
given C is not clear at this point. The following theorem clarifies this issue.

Theorem 7. Let C be the ratio matrix of two I × J compatible conditional
matrices A and B, C be the set of all rank one positive extensions of C, and
F be the set of all possible joint densities having A and B as their conditional
matrices. Then the mapping H : C → F defined by H(C) = f is bijective, where
C = uv′ and f(xi, yj) = bijui/u+ for (i, j) ∈ N .

Proof. First, we claim that the mapping H is well-defined. If C = uv′ = st′,
we show fX(xi) defined by ui/u+ is the same as that defined by si/s+. By the
property of rank one, we conclude that u = rs for some positive r. Therefore,
ui/u+ = si/s+.
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Next we claim that H is onto. For every f ∈ F, let fX and fY be its marginal
densities. We then have

fX(xi)
fY (yj)

=
f(xi, yj)/fY (yj)
f(xi, yj)/fX(xi)

=
aij

bij
= cij , (i, j) ∈ N.

Therefore, the I×J matrix [fX(xi)/fY (yj)] is a rank one positive extension of C.
This implies that the matrix [fX(xi)/fY (yj)] ∈ C and H([fX(xi)/fY (yj)]) = f .
In other words, the mapping H is onto.

Finally, we claim that H is one-to-one. Assume H(C1) = H(C2) = f .
Write C1 = uv′ and C2 = st′. Then, ui/u+ = fX(xi) = si/s+ for 1 ≤ i ≤ I.
For each 1 ≤ j ≤ J , there must exist an index ij such that (ij , j) ∈ N and
uijvj = (C1)ijj = cijj = (C2)ijj = sij tj . Since uij = rsij , vj = (1/r)tj for each
1 ≤ j ≤ J , where r = u+/s+. Therefore C1 = uv′ = (rs)(t/r)′ = st′ = C2,
completing the proof.

From Theorem 7, the cardinal number of the set of all possible joint densities
is the same as that of all rank one positive extensions. This holds both for any
irreducible ratio matrix, there is one in this case, and for any reducible ratio
matrix, they are uncountable. In addition, Theorem 7 also shows that all possible
joint densities can be constructed by Theorem 4.

5. Algorithms

We use Lemma 3 to present a different version of Theorem 7. This new
version provides a more effective method to find all possible rank one positive
extensions of a reducible ratio matrix C or, equivalently, to find all possible joint
densities or marginal densities for given C, especially when C is large.

Theorem 8. Assume C is the ratio matrix of I × J compatible conditional
matrices A and B. Let T (C) = ECF = Diag(T1, . . . , TM ) be an IBD matrix of
C for some products of permutation matrices E and F , and Tm = umv′

m be the
rank one positive extension of Tm for 1 ≤ m ≤ M . For any k = (k1, . . . , kM ) with
km > 0, let u′

k = (k1u
′
1, . . . , kMu′

M ), E′uk = pk, and fk(xi, yj) = bijpki/pk+

for (i, j) ∈ N , where p′
k = (pk1, . . . , pkI) and pk+ =

∑I
i=1 pki. Then the family

{fk | k = (k1, . . . , kM ), km > 0, for 1 ≤ m ≤ M} is the set of all possible joint
densities of (X,Y ) for given C.

Proof. Let v′
k = (v′

1/k1, . . . , v
′
M/kM ) and q′

k = (v′
1/k1, . . . , v

′
M/kM )F ′. Since

ukv′
k is a rank one positive extension of T (C) = ECF , E′ukv′

kF ′ = pkq′
k is a

rank one positive extension of C. As k runs over all possible vectors, the set of
all possible rank one positive extensions of the ratio matrix C is {pkq′

k | k}. By
Theorem7, the family {fk | k} is the set of all possible joint densities of (X,Y )
for given C.
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If k∗ = k/(
∑M

m=1 km), then fk∗ = fk. Hence, the family of all possible joint
densities can be expressed as{

fk | k = (k1, . . . , kM ),
M∑

m=1

km = 1, km > 0, for 1 ≤ m ≤ M

}
.

In the following, we provide algorithms for checking compatibility and uni-
queness, and for constructing joint and marginal densities. The first algorithm
is used to check the compatibility of two conditional densities.

Compatibility Algorithm

Step 1. Construct the conditional matrices A = [aij ] and B = [bij ] where aij =
fX|Y (xi|yj) and bij = fY |X(yj |xi).

Step 2. Let NA = {(i, j) | aij > 0} and NB = {(i, j) | bij > 0}. If NA 6= NB,
stop and claim that {fX|Y (xi|yj)} and {fY |X(yj |xi)} are incompatible.

Step 3. If NA = NB, compute the ratio matrix C = [cij ], where cij = aij/bij if
(i, j) ∈ N = NA = NB, otherwise cij = ∗.

Step 4. Obtain an IBD matrix T (C) = Diag(T1, . . . , TM ) of C using the IBD
Matrix Algorithm of the Appendix.

Step 5. Check whether each Tm is of rank one or not. See the ROPE Algorithm
in the Appendix. If any Tm is not of rank one, then stop and claim that
{fX|Y (xi|yj)} and {fY |X(yj |xi)} are incompatible. Otherwise, claim
that {fX|Y (xi|yj)} and {fY |X(yj |xi)} are compatible.

For two compatible conditional densities, the second algorithm is used to
check the uniqueness of the joint density.

Uniqueness Algorithm

Step 1. Obtain an IBD matrix T (C) = Diag(T1, . . . , TM ) of C using the IBD
Matrix Algorithm in the Appendix.

Step 2. Claim that the joint density is unique if M = 1. Otherwise, claim that
more than one joint density exists.

Assume compatible conditional densities. The third algorithm is used to
construct the unique joint density, or all joint densities. Let T (C) = Diag(T1, . . .,
TM ) be an IBD matrix of C.

Density Construction Algorithm

Step 1. Obtain an IBD matrix T (C) = Diag(T1, . . . , TM ) = ECF of C using
the IBD Matrix Algorithm in the Appendix. Output M .

Step 2. Find a rank one positive extension Tm (= umv′
m) of each Tm, 1 ≤ m ≤

M , using the ROPE Algorithm in the Appendix.
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Step 3. Input an M -dimensional vector k = (k1, . . . , kM ) with km > 0 and∑M
m=1 km = 1. Define u′

k = (k1u
′
1, . . . , kMu′

M ) and pk = (pk1, . . . , pkI)′

= E′uk. One corresponding joint density is obtained as fk(xi, yj) =
bijpki/pk+ for (i, j) ∈ N , where pk+ =

∑I
i=1 pki.

Step 4. Compute marginal densities fX,k(xi) =
∑J

j=1 fk(xi, yj), 1 ≤ i ≤ I, and
fY,k(yj) =

∑I
i=1 fk(xi, yj), 1 ≤ j ≤ J . Go to Step 3 for another solution

of joint density and marginal densities as needed, otherwise stop.

The above algorithms solve the problems of compatibility and uniqueness.
We also provide a tool to construct joint and marginal densities whenever the
specified conditional densities are compatible. Next, we demonstrate these algo-
rithms by using the following example.

Example 3. Consider two conditional matrices A and B and their corresponding
conditional ratio matrix C in Example 2. We use the Compatibility Algorithm
to check whether A and B are compatible or not. Since NA = NB, we use Step 4
to obtain an IBD matrix of C, T (C) = ECF = Diag(T1, T2), where

E =



0 1 0 0 0

0 0 0 1 0

0 0 1 0 0

0 0 0 0 1

1 0 0 0 0


, F =



0 0 0 0 1 0

0 0 1 0 0 0

0 1 0 0 0 0

0 0 0 0 0 1

0 0 0 1 0 0

1 0 0 0 0 0


, T1 =


2 ∗ 2 3

∗ ∗ 1
3

∗
∗ 2 ∗ 1

 ,

and T2 =

(
1 2

1/2 ∗

)
. Following Step 5, we find T1 and T2 are both of rank one

so A and B are compatible.
Since M = 2, by the Uniqueness Algorithm, the joint density function, whose

conditional matrices are A and B, is not unique.
We use the Density Construction Algorithm to construct all possible solu-

tions of joint density functions. Following Step 2, the rank one positive extensions
of T1 and T2 are

T 1 =


2 6 2 3
1
3

1
1
3

1
2

2
3

2
2
3

1

 =

 6

1

2

 (1
3
,

1
3
,

1
2

)
,

T 2 =

 1 2
1
2

1

 =

(
2

1

)(1
2
, 1

)
.
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Let k = (k1, k2) and define pk = E′(6k1, k1, 2k1, 2k2, k2)′ = (k2, 6k1, 2k1, k1,
2k2)′, where k1 > 0, k2 > 0, and k1 + k2 = 1. Then all possible solutions of the
joint distribution of (X,Y ) are

fX,Y (xi, yj) y1 y2 y3 y4 y5 y6 total

x1
k2

9k1+3k2
0 0 0 0 0 k2

9k1+3k2

x2 0 2k1
9k1+3k2

0 0 k1
9k1+3k2

3k1
9k1+3k2

6k1
9k1+3k2

x3 0 0 k1
9k1+3k2

0 k1
9k1+3k2

0 2k1
9k1+3k2

x4 0 k1
9k1+3k2

0 0 0 0 k1
9k1+3k2

x5
k2

9k1+3k2
0 0 k2

9k1+3k2
0 0 2k2

9k1+3k2

total 2k2
9k1+3k2

3k1
9k1+3k2

k1
9k1+3k2

k2
9k1+3k2

2k1
9k1+3k2

3k1
9k1+3k2

1

Note that Example 2 is a special solution when k1 = k2 = 1/2.

Acknowledgement

The authors are grateful for the constructive suggestions provided by an as-
sociate editor and two referees that greatly improved the presentation of this
paper. This work was partially supported by a grant from the Department of
Mathematical Sciences, National Chengchi University. This work was also sup-
ported in part by a NSC (National Science Council, Taiwan) grant for Jiang and
Kuo, and a NSC grant for Li.

Appendix

Two algorithms are presented here. The goal of the first is to find an irre-
ducible block diagonal matrix of any I × J specified ratio matrix C.

IBD Matrix Algorithm

Step 0. Let m = 1.
Step 1. Let Em = II and Fm = IJ , and Jhb = 1, where Ik is the identity matrix

of dimension k. Interchange rows of C such that all positive entries of
the first column of C are on the top I∗1 rows. Let Ihb = I∗1 . We call the
block formed by the first Ihb rows and the first Jhb columns the “hot
block”, and the rearranged matrix as CT . Note CT = ET C, where ET

is a product of some permutation matrices on rows. Let Em = ET Em.
If Ihb = I then go to Step 5. Interchange columns so that all columns
whose entries in the first Ihb rows are all ∗, say J∗

1 columns, are to
the farthest right. Now CT = CT FT , where FT is a product of some
permutation matrices on columns. Let Fm = FmFT . If J∗

1 = 0, then go
to Step 5. If J∗

1 +Jhb = J , then go to Step 4. Otherwise let Jhb = J−J∗
1 .
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Step 2. Interchange rows so that all rows whose entries in the first Jhb columns
are ∗, say I∗2 rows, are at the very bottom. Note that new CT is again
obtained by multiplying CT of the previous step by some new ET from
the left. Let Em = ET Em. If I∗2 = 0, then go to Step 5. If I∗2 + Ihb = I,
then go to Step 4. Otherwise, let Ihb = I − I∗2 . Interchange columns
so that all columns whose entries in the first Ihb rows are all ∗, say
J∗

2 columns, are on the farthest right. New CT is again obtained by
multiplying the previous CT by some new FT from the right. Let Fm =
FmFT . If J∗

2 = 0, then go to Step 5. If J∗
2 + Jhb = J , then go to Step

4. Otherwise, let Jhb = J − J∗
2 .

Step 3. Go to Step 2. This step can be only executed I or J times.

Step 4. Let Tm be the hot block,Im =Ihb, and Jm =Jhb. Em =

(
II1+···+Im−1 0

0 Em

)

×Em−1 and Fm =Fm−1

(
IJ1+···+Jm−1 0

0 Fm

)
. Delete the first Ihb rows

and the first Jhb columns from the previous CT , and call the remaining
matrix C. Replace I by I − Ihb, J by J − Jhb, m by m + 1, go to Step
1.

Step 5. Let M = m, TM = CT , IM = I, JM = J . T1, . . . , TM are the diag-
onal blocks. If m = 1, then E = Em and F = Fm. Otherwise E =(

II1+···+IM−1
0

0 ET

)
EM−1 and F = FM−1

(
IJ1+···+JM−1

0

0 FT

)
.

To obtain another IBD matrix of the ratio matrix C, one can either rearrange
the order of those irreducible blocks Tm for 1 ≤ m ≤ M , or rearrange rows and/or
columns within each Tm of the output from the above IBD Matrix Algorithm.

The following algorithm can be used to check whether a given irreducible
matrix T has a rank one positive extension, and to find one if it does.

Rank One Positive Extension (ROPE) Algorithm

Step 0. Let I and J be the row and column dimensions of T , respectively. Let
F be the J × J identity matrix.

Step 1. Interchange rows of T such that all positive entries of the first column
of T are on the top I1 rows. Let Ihb = I1 and Jhb = 1. We call the block
formed by the first Ihb rows and the first Jhb columns the “hot block,”
and the rearranged matrix T . Note the new matrix T is obtained by
multiplying the previous T by a matrix ET from the left, where ET is
a product of some permutation matrices on rows. Let E = ET .

Step 2. If Ihb = I, then let Jhb = J and go to Step 3. Except the first Jhb

columns, interchange columns so that all columns having any positive
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entries in their first Ihb rows, say J1 columns, are next to the hot block.
Let Jhb = Jhb + J1. Note that this new T is again obtained by multi-
plying the previous T by some new FT from the right. Let F = FFT .

Step 3. Within the new hot block, for any column not in the previous hot block
having more than one positive entry in it, calculate the ratio of every
positive entry in that column to the entry in its corresponding row of
the first column. If these ratios are not the same, then stop and claim
no rank one positive extension exists. Otherwise go to Step 4.

Step 4. Within the hot block, calculate the ratio of one positive entry for every
column, not in the previous hot block, to the entry in its corresponding
row of the first column. Then, within the hot block, substitute all ∗
entries in that column by products of this ratio and entries in their
corresponding rows of the first column. If Ihb = I or Jhb = J , go to
Step 8. Otherwise go to Step 5.

Step 5. If Jhb = J , then let Ihb = I and go to Step 6. Except the first Ihb

rows, interchange rows so that all rows having any positive entries in
their first Jhb columns, say I2 rows, are just below the hot block. Let
Ihb = Ihb + I2. Note that this new T is again obtained by multiplying
the previous T by some new ET from the left. Let E = ET E.

Step 6. Within the new hot block, for any row not in the previous hot block
having more than one positive entry in it, calculate the ratio of every
positive entry in that row to the entry in its corresponding column of
the first row. If these ratios are not the same, then stop and claim no
rank one positive extension exists. Otherwise go to Step 7.

Step 7. Within the hot block, calculate the ratio of one positive entry in every
row not in the previous hot block and the entry in its corresponding
column of the first row. Then substitute all ∗ entries in that row by
products of the ratio and entries in their corresponding columns of the
first row. If Ihb = I or Jhb = J then go to Step 8; otherwise go back to
Step 2.

Step 8. Let T = E′TF ′ = [tij ], and let u′ = (u1, . . . , uI) and v′ = (v1, . . . , vJ),
where ui = ti1 for 1 ≤ i ≤ I, and v1 = 1, vj = t1j/t11 for 2 ≤ j ≤ J .

The input of the ROPE Algorithm can be either T or T ′, and the output is
the unique rank one positive extension of T .
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