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Abstract

Jiang, Dickey, and Kuo (2004) give a new multivariate characteristic function which is very
useful for many distributions that are difficult to use traditional characteristic function.
The filtered-variate Dirichlrt distribution, which has been extensively used for histogram
smoothing problems (Dickey and Jiang, 1998), can be shown to have closed form for this new
characteristic function. In this research, we study and develop easy methods to use this new
multivariate characteristic function to assess the filtered-variate Dirichlet prior, which is very
useful for histogram smoothing problems.

Keywords: Bayesian inference, filtered-variate Dirichlet distribution, Bayesian local s-
moothness, quasi-Bayesian computational method -

1 Introduction

How can a joint prior distribution be chosen to give high prior probability to the event that
the sampling probabilities are “smooth,” that neighboring categories have probabilities close
in value? In its extreme form, it is the problem of Bayesian nonparametric inference, a major
embarrassment to Bayesian (L. J. Savage, who is a Bayesian pioneer). Hence, it is very




important to study the prior smoothness. Dickey and Jiang (1998) give a pioneered work in
such area and introduced the filtered-variate Dirichlet distribution as prior. -

Jiang, Dickey, and Kuo (2004) give a new multivariate c-characteristic function and show,
its properties, which are very important in those cases when the traditional characteristic
functions are difficulty to apply. In this paper, we shall give further properties of the multi-
variate c-characteristic function in Section 2. With these results, we give in Section 3 a prior
assessment method. Conclusions are given in Section 4.

2 Properties of the multivariate c-characteristic func-
tion
In this section, we shall give some further properties of the multivariate c-characteristic

function which is first given by Jiang, Dickey, and Kuo (2004). We shall restate its definition
as follows: '

Definition 2.1 If u = (u,us,...,uz) is a random vector on a subset S of A = [—a;,a,] x .
[—a2,a2] % « -+ X [—ay,aL], its multivariate c-characteristic function is defined as ‘
. 9(tiu,c) =E[(1 —it-u)™], [t| <a”, (2.1)

where c is a positive real number, a = \/E,.L__,l a2, t' = (t1,t2,...,tL), |t] = \/25’:1 t?, and

t - u is the inner product of two vectors (i.e., t-u = Ef;l tiu;).

The following theorem can be proved by Corollary 2.6 of Jiang, Dickey, and Kuo (2004)
and the fact that g(0; u,c) =1.

Theorem 2.2 Let u be an L x 1 random vector in a subset S of A = [—a1,a1] X [~az,a2] X
.-+ X [—ar,az], and its corresponding multivariate c-characteristic function is g(t;u,c) as
defined in Definition 2.1. Then, we have

1 dlng(t; u,c) )
E(y;) = - ————— , forj=1,2,...,L, (2.2a)
( J) ci atj t=0
_ _ 1 #Ing(t; u,c) 1 (6lng(t;u,c) ) (6lng(t; u,c) )]
Covlus, ue) = _c(c+ 1) [ Ot;0tx t=0 ¢ t; t=0 Ot t=0/1"

(2.2b)

Dickey and Jiang (1998) defined a random probability vector v = (vy,v2,:..,vn)’, Where
M v = 1, to be filtered-variate Dirichlet distributed, v ~ FgD(b), with ® = Gu for a
constant matrix Gyxz and an L x 1 parameter vector b, where the L x 1 random vector
. u has a Dirichlet distribution with parameter b. Jiang, Dickey, and Kuo (2004) give the
multivariate c-characteristic function of the filtered-variate distribution FgD(b), which is

L M —b;
9(8; v, C) = H [l -1 (z gmjsm)] ’ . (23)

Jj=1 m=1




where ¢ = EJI-;I b;.

With the applications of Theorem 2.2, the first two central moments of the filtered- -
variate Dirichlet distribution can now be expressed in the following theorem. .

Theorem 2.3 Let v = (vy,v,...,9m) ~ FgD(b), where G is an M x L matriz and b =
(b1, b2,...,bL) is an L x 1 random vector. That is, v = Gu, where u ~ D(b). Then, we
have

L .
E(w) = %}: bigis, VI=1,2,..., M, (2.4a)
j=1
- L va L .
— Ll =
Cov(v;, vl’) = m l:f; b,-gz,-gy,- - E (ng b,-g,,-) (Z;bjgy,)jl , VL U=1,2,..., M,
(2.4b)

where ¢ = EJI.;I b;.

Proof. From (2.3), the multivariate c-characteristic function of v is

L M —b;
g(siv,0) =[] [1 —1 (Z gmjsm)] .
j=1 m=1

Hence,

L M
Ing(8;v,c) = — ij In [l -1 (z g,,,,—sm)] .

i=1
By taking the first two partial derivatives, we have

L.

dlng(s;v,c) _ )y ibigij
Osi =11-1 (Efn‘=l gmjsm)
and L
Plng(s;v,c) _ bigijgr;
T oRARME 5.
B0 2 1§ (30 mgom)]
Therefore, .
dlng(s;v,c) .
bt A Nt Rt It A =i bigi,
381 s=0 ; ng
and L
& Ing(s;v,c) _
03,08y s=0 T ; 1913915

By equatjons (2.2a) and (2.2b), the results of equations (2.4a) and (2.4b) can then be
established. QO .

The equation (2.4a) can be expressed in terms of matrix expression

E(v) = -Gb. (2.50)




?

Similarly, the equation (2.4b) can be expressed in terms of matrix expression

L e - L e, (2.5b)

Cov(v) = 2 ( )

clc+1) 1)
“where Dy, = diag(by, bs,...,b1).

3 Prior assessment

First, we shall give the relation between the first two moments of v and u in matrix notation.

Note that E(u) = 1b, and Cov(u) = c(c e Do~ mbb’ By the equations (2.5a) and (2.5b),
it can be seen that E(v) = GE(u) and Cov(v) = GCov(u)G'.

Second, since u; =1 — Zf_ll u; and vy = 1 — Y|_, v, we shall consider the reduced
random vectors u, and v,, where u, has only the first J — 1 components of u and v,
is the first 7 — 1 components of v. It can be shown that E(u,) = 1b, and Cov(u,) =

b (C - bl) —by by o —b1bs
—biby  bylc—by) .- —~bobs_ .
;,-(—2_._7) :1 ( : ) . bz:J ! . Since Cov(u,) is a positive definite
A —bibsoy —bobyy --- bya(c—bi-) _
matnx, its square-root matrix, say F,, by spectral decomposition, can be expressed as
]_1 ! V/Aje;e}, where (/\l,el) (/\2,e2), . (/\J_l,e,,_l) are pairs of eigenvalues and eigen-

vectors of Cov(u,.), and eje; =1, eje;y =0, forall j,j'=1,2,...,J - 1. For example, when
J =3, it can be shown that

bl(b2 + bg) + ba(by + bs) + /40302 + b§(bl bs)?
2¢2(c+1) ’

A =

¢ = (2b1b2 ba(by — b2) — \/43%%%2@1 52)2)

and

by (by + b) + by(by + b3) — /4b%62 + B3(by — bz)2
2c2(c + 1)

=1 (zblbz,bs(bl — ba) + 48383 + B3 — ”2)’)

where d; and d; are chosen so that e; and e; are normalized vectors.

Assume that an expert is familiar with means and variances/covariances of the under-
lying prior population. In particular, he/she is quite certain with his/her knowledge about
the variances/covariances. With the assumption that the prior distribution family is the
filtered-variate Dirichlet, i.e., v ~ FgD(b), later we shall assess the prior parameters G and
b based on the expert’s prior mean and prior variance-covariance with a restriction on b.

A =

Now, we discuss how to assess the transformation matrix G in general. Assume that a
positive definite prior covariance matrix H, = Cov(v,) and prior mean vector A, are given
by an expert. As we did before, by spectral decomposition, H, can be decomposed as,
say E, E. Smce we need to have H, = G,Cov(u,)G., we may define G, = E,F!, where
F! Z;’_"ll 7—;eje From the expert’s prior means and prior variances/covariances, F; is
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still not available yet. We shall make a restriction on b by assuming each component of b; is
the same in the following assessment procedure

An assessment procedure for the prior distribution v ~ FgD(b), where each component,
b; = b of b is restricted to be constant and I = J, can be as follows:

1. Elicit the prior covariance matrix of v, say H,.

2. Compute the square-root matrix of H,, say E,.

3. The covariance matrix of ,, when b = 1, is Cov(u,) = T*TII+_1)

We then compute the square-root matrix of Cov(u,), say F9,
4. Define G$ )=E F(l), and e, = %Gg)l, where 1 is a vector with each component 1.
5. Elicit the prior mean vector of v,, say d,.
6. Compute 3 = %E}lli, where the i-th component ratiois 5; = %, foralli = 1,2,...,I-1. :

7. Let G, = sG™ and b = m1, where m = s2 + L’-,‘-'l

If we define the I x I matrix G so that the (3, j)-th element of G,

gy iFladj#L G o
gij = 1—2";19'(;)’ i;?angj#f, B8, G =] vereiiiiieiiiiiiieeanaaianann,
0 1 and j =1, _ _ .
1 i=Iandj=1I, 1-Yi5 6 - 1= e, i

where gg) is the (i,j)-th element of G,, we have the assessed prior as v ~ FgD(b), where
b=ml. -

The assessed prior distribution v would have the same covariance matrix and the close
mean vector as those given by the expert. Notice that the computations needed in the above
procedure can be carried out easily by computer.

4 Conclusions

In this research, we give additional properties of the Jiang, Dickey and Kuo (2004)’s multi-
variate c-characteristic function. We also provide an alternative prior assessment procedure
when we are using the filtered-variate Dirichlet prior distribution family. The computations
of this procedure can be carried out easily.
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