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1. Introduction 

Point forecasting gives important information during decision-making processes, especially on economic 
developments, population policies, management planning or financial controls. Nevertheless, its drawbacks 
still include: (1) it is not efficient in the marketing application due to the inaccurate forecasting; (2) the model 
constructed only by the closing price may not illustrate the whole process of daily or monthly trend. The 
causes of this regretful situation are that the business marketing is full of uncertainty and human being’s 
manipulation. In this paper, we proposes interval forecasting approaches, such as the interval moving average, 
the weighted interval moving average, and ARIMA interval forecasting. We generate interval time series by 
simulation and apply the proposed forecasting approaches to carry out the interval forecasting. The forecast 
results are compared by the mean squared interval error and the mean relative interval error. Finally, we take 
the monthly trading prices of China Steel stock as a case study. In the comparison of forecasting performance, 
it is found that ARIMA interval forecasting provides more efficiency and flexibility than the traditional ones 
do. 

In the forecasting and analysis of time series, the tendency of the data interval is paid more and more 
attention, such as daily temperature changes, the fluctuation of the exchange rate, the level price of petroleum 
etc. According to the characteristic of observed data, traditional time series analysis selects the best fitted 
model from a priori models, such as ARIMA model, ARCH model or the threshold model etc. Due to the 
uncertainty of the predicted points, intervals are used as the estimated prediction values. Montgomery and 
Johnson (1976), Abraham and Ledolter (1983), Chatfield (1989)  proposed prediction interval by time series 
of points to carry out the prediction.  

Based on different factors and data types, there are a diversity of prediction methods. Chatfield (1993) 
made a comparison of several different methods. And Diebold and Mariano (1995) proposed the discussion in 
the respect that different prediction methods have their own pros and cons depending on the time series has a 
steady tendency or a severe fluctuation. Christoffersen (1998) provided the calculation method of interval 
forecasting for the risk measurement. Despite there are various methods of interval forecasting due to the 
variety of the backgrounds and the purposes of research, the data collections are mostly in the basic form of 
single real numerical variable. Even though there are many interval prediction methods, Chatfield (1996) 
pointed out that the prediction intervals resulted by those methods are too narrow owing to a lot of factors, 
one of which is the problem whether the model is appropriate. 

This paper proposes the interval forecasting that uses interval time series to carry out the prediction and 
analysis of intervals, whereas actually the literature of dynamic data analysis applied to interval data is few. 
We employ the methods of AR(1) and ARCH(1) to make multiple simulations on each single time point in 
order to find the interval of each time point to design four sets of stable or unstable interval time series. Thus, 
we can proceed the interval forecasting in accordance with the proposed forecasting methods, which are the 
interval moving average of order k, the weighted interval moving average of order k, ARIMA((pc, dc, qc), (pr, 
dr, qr)) of (c,r) and ARIMA((pm, dm, qm), (pl, dl, ql), (pu, du, qu)) of (m, l, u). 

However, when ARIMA is applied to the analysis of interval time series, the most important step is to 
consider how to associate the central point and the interval length to make an integrated analysis. Therefore, 
we denote an interval by the central point and the interval radius instead of the traditional interval expression, 
complying with the rules of interval operations established by Young (1931) and the properties of the interval 
algorithm by Dwyer (1951). This paper applies the interval calculation technology to explore the model 
construction and forecasting of interval time series. First, we must give the appropriate definitions of random 
interval and its expectation. Then ARIMA is employed to construct the models of the central points and the 
interval lengths separately. At last, the interval forecasting can be carried out by means of the constructed 
models. 

It is necessary to determine the validity of the forecasting method by means of the estimated error 
between the predicted data and the simulated data. Chatfield (1996) declared that the error made by an 
inappropriate interval prediction method is more severe than the error made by a simple point prediction. 
Therefore, in order to assess the efficiency of interval forecasting, we define several criteria, referring to the 
traditional efficiency measurements, to evaluate the efficiency of forecasting. We make an integrated analysis 
of the efficiency by associating the central point and length of the interval, which are the mean squared error 
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of interval and the mean relative interval error respectively. Finally, regardless of the simulated interval time 
series or the practical data, using ARIMA to proceed the interval forecasting is more appropriate than using 
traditional prediction technologies, such as moving average and weighted moving average.  

In this paper, we propose the model construction and its theoretical architecture of interval time series 
analysis and forecasting. We use the monthly highest and lowest prices of stocks as our case study. The mean 
squared error of interval is taken into account to be compared with the mean of relative interval error to 
validate the forecasting effect, which will be helpful for the study and judgment on the trend of the future 
financial market. The interval prediction by interval time series can provide more objective decision space to 
policymakers. 

2. Analysis of Interval Time Series 

2.1. The interval data 

The traditional social and economic studies have brought in various analyses of interactive relationship 
and model related to human. In the traditional model construction, we often confront the uncertainty data 
problem. For instance, should we count the number of yearly enrolled students at the beginning of the year? at 
midyear? or at the end of the year? The obtained number is often different at different time. For another 
example, what is the exchange rate of U.S. dollar to Japanese Yen last week? is with the opening quotation? 
the closing price? or the average of the highest price and the bottom price? The results are also quite different. 
Wu and Chen (1999) have given an extensive review of literature on this topic. In the social science study or 
economic research, obviously the answer to these questions is not just true or false. There are lots of uncertain 
and incomplete information or events so that we can not apply the conventional real number system to process 
it. In many practical cases under the influences of many factors, the observed data usually appear not only a 
single numerical value type but also a “range”. 

2.2. The operation of interval data 

While we consider the data to be of interval type, we must encounter the various problems of interval 
operations as well as the realistic meanings. Dwyer (1951) called intervals as "range numbers" and defined the 
relevant operations. The subsequent studies relative to the interval operations continually quote such 
definitions. Nevertheless, it is still unable to give the standard rules of interval operations on the computer 
hardware. Hayes (2003) pointed out that the rules of interval operations seem simple, but there often appears a 
trap of miscalculation in the practical calculations, especially in the case that the element 0 is contained in an 
interval. The traditional interval operations are given as follows: 

[ ] [ ] ( ) ( )[ ]dbcbdacadbcbdacadcba ooooooooo ,,,max,,,,min,, = , 

where o  denotes any of ＋, －, × and ÷. That means that the interval operation takes the extreme values of 
ca o , da o , cb o  and db o  as the resulted interval. This definition is feasible for addition, subtraction and 

multiplication. But in the case of division, such interval operation will lead to a blind spot in computation. For 
example, [ ] [ ]1,15,3 −÷  will obtain the answer [ ]5,5− . But actually [ ]1,10 −∈  and [ ] 05,3 ÷  is not well 
defined, so that such the answer [ ]5,5−  is meaningless. 

Furthermore, when we process a set of dynamic data represent by the interval form, we often 

encounter certain realistic dilemma. For instance, does the value increase or decrease from [2, 8] to [3, 5]? 

We may consider the location variation between intervals. But if we take the interval scale into 

considerations, this case becomes more complicated. Hence, in this paper we will propose the bivariate 

parameters, which are (i) the interval radius to express the interval scale and (ii) the interval center to 

express the interval location, to demonstrate the variations of intervals. For the above example, the 

interval location is decreased from 5 to 4, whereas the interval radius is also decreased from 3 to 1. Such 

a new interval expression, which integrates the interval center with the interval radius, is apt to show the 
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location shift and the length variation of interval data. By the proposed interval expression, we are able 

to make an appropriate interval forecasting for the interval time series.  And under the assistance of 

computer programs, even more complicated calculation can be easily solved. 

2.3. Definitions and Properties of Interval Time Series 

The interval time series is the analytical method to apply intervals to the analysis of time series, 
incorporating with the interval operations, so as to solve the uncertainty of the data. As a result, before 
constructing and forecasting the model of interval time series, we must first give several definitions relevant 
to interval time series. The definition of a random interval defined by Nguyen and Wu (2006) is given in 
Definition 2.1, and the other relevant definitions are given as follows. 

Definition 2.1 (A random interval) 

Let [ ]b,aX = . If a and b  are random variables, then the interval [ ]b,a  is called a random interval. 

Definition 2.2 (A random interval of alternate notation, ( )rcX ,= ) 

Suppose X=[a, b] be a random interval over the real numbers ℜ, )/2( bac +=  be the center of the 
interval X, and )/2(b-ar =  be the radius of the interval X, then the interval X can be expressed as ),( rcX = . 

Definition 2.3 (The mean of a random interval ),( rcX = ) 

Let ),( rcX =  be a random interval over the real numbers ℜ. The mean of the random interval X is 
defined as [ ] [ ] [ ] [ ]( )rEcErcEXE ,, == , where [ ]cE  and [ ]rE  are the expectations of the random variables c 
and r respectively. 

In some special conditions, we could known there is a value which manipulates the position and the 
length of the interval X. For example, if the daily highest price of a stock is b , the daily lowest price is a , 
and the weighted average price is m , then m  is not necessarily the median value c . Hence the distances 
between m  and b  is different from that between m  and a . There is a similar situation in the weather 
forecast. If the daily average temperature is m , obviously m  is not likely the median value of the highest 
and lowest temperatures. Therefore, m is called the weighted center, defined as follows. 

Definition 2.4 (The weighted center of random interval, m ) 

Let [ ]baX ,=  be a random interval over the real numbers ℜ. If there is such a value, denoted as m , 
which influence position and the length of the random interval X, then the value m  is called the weighted 
center of random interval X. 

Definition 2.5 (A random interval , ( )ulmX ,,= ) 

Suppose [ ]baX ,=  is a random interval over the real numbers ℜ. Let m  be the weighted center of the 
interval X, aml −=  and mbu −=  be the distances between the weighted center and the boundaries of 
interval X respectively. Then the interval X can be expressed as ( )ulmX ,,= . 

Definition 2.6 (The mean of random interval ( )ulmX ,,= ) 

Let ( )ulmX ,;=  be a random interval over the real numbers ℜ. The mean of the random interval X is 
defined as [ ] [ ] [ ] [ ] [ ]( )ulEmEulmEXE ,,,, == , where [ ]mE , [ ]lE  and [ ]uE  are the expectations of random 
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variables m、l and u respectively. 

Definition 2.7 (The interval addition) 

Let [ ] ( )11111 ,, rcbaX ==  and [ ] ( )22222 ,, rcbaX ==  be random intervals. The interval addition is 
defined as follows: 

Interval addition: ( ) ( ) ( )2121221121 ,,, rrccrcrcXX ++=⊕=⊕ , 

Definition 2.8 (The interval scalar multiplication) 

If [ ] ( )rcbaX ;, ==  is a random interval and k is a scalar, then the scalar multiplication of X by k is the 
interval given by ( ) ( )rkkcrckkX ,, == . 

From the definition 2.7 and 2.8, the the interval subtraction can be obtained as follows: 

 ( ) ( ) ( ) ( )212122112121 ,,, rrccrcrcXXXX +−=−⊕=−⊕=Ο . 
Remark1  

1. The interval additive identity is the zero interval:  [ ] ( )0,00,0 ==Ο . 

2. The interval additive inverse: [ ] ( )rcabX ,, −=−−=− . 

3. The interval absolute value: ( ) ( )

( ) ( )⎪
⎩

⎪
⎨

⎧

∉

∈⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ ++
==

.,0,

,0
2

,
2,

rcifrc

rcif
rcrc

rcX  

Definition 2.9 (The interval length) 

Let [ ] ( )rcbaX ,, ==  be a random interval, the interval length of X is abr −=2 , and denoted as 
rX 2= . 

Definition 2.10 (The distance between two intervals) 

Let [ ] ( )11111 ,, rcbaX ==  and [ ] ( )22222 ,, rcbaX ==  be two random intervals, then the distance between 

1X  and 2X  is defined as ( ) ( )212121 2, rrXXXXD +=Ο= . 

Property 2.1  

    021 =ΟXX if only if 01 =r and 02 =r . 

Definition 2.11 (Positive intervals and negative intervals) 

Let [ ] ( )rcbaX ,, ==  be a random interval. If the range of X is all positive, i.e. 0≥x  for all Xx∈ , 
then X is a positive interval. If the range of X is all negative, i.e. 0≤x  for all Xx∈ , then X is a negative 
interval. 

Definition 2.12 (The interval multiplication) 

If [ ] ( )11111 ,, rcbaX ==  and [ ] ( )22222 ,, rcbaX ==  are two random intervals, the interval multiplication 
of X1 and X2 is denoted as 21 XX ⊗ .  

Because the interval multiplication involves the problems of changing sign and whether zero is in 
intervals or not, there should consider several situations, described separately as follows. 
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(Case 1) If 0 does not belong to any of the intervals X1 and X2, and the two intervals X1 and X2 both are 
positive intervals or negative intervals, then ( )1221212121 , rcrcrrccXX ++=⊗ . 

(Case 2) If the intervals 1X  and 2X  do not contain 0, and one of them is a positive interval and the other is 
a negative interval, then ( )1221212121 , rcrcrrccXX −−=⊗ . 

(Case 3) If an interval includes 0, there included both positive and negative numbers in the range of the 
interval. Thus, if either interval contains 0, the calculation of interval multiplication becomes much 
more complicated. To simplify the problem, let zero be separated from the interval. We can assume 
the interval 1X  contains 0 without loss of generality, let 

[ ] [ ] ( ) ( ) 21111111111 ,,,00, AArcrcrcrcX ⊕=′′′′⊕′′=+∪−= , where 
2

11
1

rcc −
=′ , 

2
11

1
rcr −

=′ , 
2

11
1

rcc +
=′′ , 

2
11

1
rcr +

=′′ . Notice ( )111 ,rcA ′′=  is a negative interval and ( )112 ,rcA ′′′′=  is a positive interval. 

Therefore, the interval multiplication can be expressed as 
( ) ( ) ( )222122121 XAXAXAAXX ⊗⊕⊗=⊗⊕=⊗ . Then 21 XA ⊗  and 22 XA ⊗  satisfy the conditions 

in (Case 1) and (Case 2). As a result, the interval mutilplication 21 XX ⊗  can be obtained by the 
interval addition of 21 XA ⊗  and 22 XA ⊗ . 

(Case 4) If both intervals X1 and X2 contain 0, then 211 AAX ⊕=  and 212 BBX ⊕= , where A1, B1 are 
negative intervals, and A2, B2 are positive intervals. As the same description in (Case 3), the product 
interval 21 XX ⊗  can be calculated. Because the calculation is much more complex and is not the 
main issue in this paper, the detail is not discussed here. 

Definition 2.14 (Interval time series) 

An interval time series is a sequence of random intervals, [ ] ( )ttttt rcbaX ,, == , K,3,2,1=t , denoted as 
{ } [ ] ( ){ }K,3,2,1,, ==== trcbaXX tttttt . 

Definition 2.15 (Stationary interval time series of order k) 

Let { }tX  be an interval time series. If ( )
kk rcktkt XX εδ ,=∆=−+  for any K,3,2,1=t , where δδ =][

kcE  
and εε =][

krE , then { }tX  is called a stationary interval time series. 

Property 2.2 Let { } [ ] ( ){ }K,3,2,1,, ==== trcbaXX tttttt  be a stationary interval time series, then both 
{ }tc  and { }tr  are stationary time series. 

Example 2.1 Let A = [1, 3] = (2, 1), B = [2, 6] = (4, 2), then 
  ( ) ( ) ( ) ( )3,621,422,41,2 =++=⊕=⊕ BA , 
  ( ) ( ) ( ) ( )3,221,422,41,2 −=+−=−=ΟBA , 
  ( ) ( ) ( ) ( )8,101422,,21422,41,2 =⋅+⋅⋅+⋅=⊗=⊗ BA , 
  ( ) ( ) ( )3,613,231,233 =⋅⋅==A . 

2.4. The Forecasting Models of Interval Time Series 

A traditional time series is defined as { }K,3,2,1, == txX tt , and the corresponding prediction 
[ ]121 ,,,ˆ XXXXEX tttt K−−=  is a point prediction. The traditional prediction model for traditional time series is 

not capable of being applied directly to the forecasting of interval time series 
[ ] ( ){ }K,3,2,1,,, === trcbaX ttttt . The followings are some forecasting models of interval time series. 
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(1) Interval moving average of order k (IMA) 

Let 
k

ccc ktt
t

−− ++
=

...ˆ 1 , 
k

rrr̂ ktt
t

−− +⋅⋅⋅+
= 1 , ....,3,2,1 +++= kkkt , then the forecasting of interval time 

series is [ ] [ ] ( )ttttttktttt rcrcrcXXXXE ˆ,ˆˆˆ,ˆˆ,,, 21 =+−=−−− K . 

(2) Weighted interval moving average of order k (WIMA) 

Let ∑
−

−=

=
1

ˆ
t

kti
iit cpc , ∑

−

−=

=
1

ˆ
t

kti
iit rpr , for K,3,2,1 +++= kkkt , where 

∑
−

−=

= 1t

ktj
j

i
i

f

fp , 
||||
||||

R
Xf i

i = , for 

1,,1, −+−−= tktkti K , and { } { }⎥⎦
⎤

⎢⎣
⎡=

−≤≤−−≤≤−
j

tjkt
j

tjkt
baR

11
max,min , ⋅  denotes the length of an interval. Then 

the forecasting of interval time series is [ ] [ ] ( )ttttttktttt rcrcrcXXXXE ˆ,ˆˆˆ,ˆˆ,,, 21 =+−=−−− K . 

(3) ARIMA((pc, dc, qc), (pr, dr, qr)) of (c, r) interval forecasting (ARIMA IF) 

If ( ){ }ttt rcX ,=  is a stationary interval time series, then { }tc  and { }tr  are stationary time series, and 

ccc qtqttptcptt ccc −−−− −−−++++= δθδθδφφθ ...... 1111 , 

rqtrqttptptt rr
rrr −−−− −−−++++= εηεηεββα ...... 1111  

where ( )2,0~ ct WN σδ  and ( )2,0~ rt WN σε . Therefore, [ ]
cptcptttt ccccccE −−−− +++= φφθ ...,,, 11121 L , and 

[ ]
rptptttt rrrrrrE

r −−−− +++= ββα ...,,, 11121 L . 

Let [ ]121 ,,,ˆ ccccEc tttt L−−=  and [ ]121 ,,,ˆ rrrrEr tttt L−−= , then the forecasting of interval time series is 
[ ] [ ] ( )ttttttttt rcrcrcXXXXE ˆ,ˆˆˆ,ˆˆ,...,, 121 =+−=−− . 

(4) ARIMA((pm, dm, qm), (pl, dl, ql), (pu, du, qu)) of (m, l, u) interval forecasting 

Let ( ){ }tttt ulmX ,,=  be a stationary interval time series, then { }tm 、{ }tl 及{ }tu  are all stationary 
time series, and 

mqtmqttmptptt mmm
m −−−− −−−++++= δθδθδφφθ ...... 1111  

lll qtllqtltlptptt lll −−−− −−−++++= ,1,1,11 ...... εηεηεββα  

uuuu qtuqtutuptptt uuu −−−− −−−++++= ,1,1,11 ...... εϕεϕεωωτ  

where ),0(~ 2
mt WN σδ , ),0(~ 2

, ltl WN σε , and ),0(~ 2
, utu WN σε . Then 

[ ]
mptptttt mmmmmmE

m −−−− +++= φφθ ...,,, 11121 L , 

[ ]
ll ptptttt llllllE −−−− +++= ββα LL 11121 ,,, , 

[ ]
uu ptptttt uuuuuuE −−−− +++= ωωτ LL 11121 ,,, . 

And let [ ]121 ,,,ˆ mmmmEm tttt K−−= , [ ]121 ,,,ˆ llllEl tttt K−−= , [ ]121 ,,,ˆ uuuuEu tttt K−−= , then the forecasting of 
interval time series is 

[ ] [ ] ( )tttttttttt ulmumlmXXXXE ˆ,ˆ,ˆˆˆ,ˆˆ,...,, 121 =+−=−− . 

Example 2.2 Let { } [ ] [ ] [ ] [ ] [ ]{ }7,3,6,4,4,3,4,2,2,1=tX . That is [ ] ( )5.0,5.12,11 ==X , 
[ ] ( )1,34,22 ==X , [ ] ( )5.0,5.34,33 ==X , [ ] ( )1,56,44 ==X , and [ ] ( )2,57,35 ==X . Then by the interval 

moving average of order 5, we can obtain 
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[ ]
( ) [ ] [ ].6.4,6.216.3,16.31,6.3

5
215.015.0,

5
555.335.1,,,, 123456

=+−==

⎟
⎠
⎞

⎜
⎝
⎛ ++++++++

=XXXXXXE
 

If the range of intervals is considered as [ ]7,1=Ω , then the full length is 6=R , and 
6
1

1 =f , 
6
2

2 =f , 
6
1

3 =f , 

6
2

4 =f , 
6
4

5 =f , we have 1.0
6

4
6

2
6

1
6

2
6

1
6

1
1 =

++++
=p , 2.02 =p , 1.03 =p , 2.04 =p , 4.05 =p . Then the 

weighted interval moving average of order 5 is 

 
[ ]

( ) [ ].4.5,8.23.1,1.4
)24.012.05.01.012.05.01.0;54.052.05.31.032.05.11.0(

,,,, 123456

==
×+×+×+×+××+×+×+×+×=

XXXXXXE
 

3. The Efficiency Analysis of Interval Time Series Forecasting 

The quality of the forecasting result is the most concern of the analysts. In a traditional forecast of time 
series, it is to compare the distances between the actual values and the predicted values to assess the quality of 
forecasting. With regard to the interval forecasting, not only the forecasting of interval length, we are also 
concerned with the location disparity between the predicted interval and the actual interval. Therefore, 
traditional methods to evaluate the forecasting efficiency of time series are unable to analyze the forecasting 
efficiency of interval time series. The following will define the criteria for analyzing the efficiency of interval 
forecasting. 

3.1. The Efficiency of Interval Forecasting 

Since an interval time series can be represented by either ( ){ }ttt rcX ,=  or ( ){ }tttt ulmX ,,= , the 
definitions will be given with respect to these two cases. 

Definition 3.1 (Mean squared error of interval position, MSEP) 

(1) Let ( ){ }ttt rcX ,=  be an interval time series, ( )ttt rcX ˆ,ˆˆ =  be the predicted interval. If ttc cc
t

ˆ−=δ  is the 

position error between tX̂  and tX , then the mean squared error of interval position (MSEP) is given by 

( )

s

cc

s
MSEP

s

t
tntn

s

t
c tn ∑∑

=
++

=

−
==

+
1

2

1

2 ˆδ
, 

where n denotes the current time, s is the number of the preceding intervals, and tĉ  is the estimation of tc . 

(2) Let ( ){ }tttt ulmX ,,=  be an interval time series and ( )tttt ulmX ˆ,ˆ,ˆˆ =  be the predicted interval. If 

ttm mm
t

ˆ−=δ  is the position error between tX̂  and tX , then the mean squared error of interval position 

(MSEP) is defined by 

s

mm

s
MSEP

s

t
tntn

s

t
m tn ∑∑

=
++

=

−
==

+
1

2

1

2 )ˆ(δ
, 

where n denotes the current time, s is the number of the preceding intervals, and tm̂  is the estimation of tm . 
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Definition 3.2 (Mean squared error of interval length, MSEL) 

(1) If the interval time series is ( ){ }tt rcX ,= , the predicted interval is ( )ttt rcX ˆ,ˆˆ = , and ttr rr
T

ˆ−=ε  is the 

error between the length of the predicted interval tX̂  and that of the actual interval tX , then the mean 

squared error of interval length (MSEL) is given by 

s

rr

s
MSEL

s

t
tntn

s

t
r tn ∑∑

=
++

=

−
==

+
1

2

1

2 )ˆ(ε
, 

where n represents the current time, s is the number of the previous intervals, and tr̂  is the estimation of tr . 

(2) If the interval time series is ( ){ }tttt ulmX ,,= , the predicted interval is ( )tttt ulmX ˆ,ˆ,ˆˆ = , ttl ll
t

ˆ−=ε  and 

ttu uu
t

ˆ−=ε  are the length errors between tX̂  and tX , then the mean squared error of interval length (MSEL) 

is defined as 

( ) ( ) ( )

s

uull

s
MSEL

s

t
tntn

s

t
tntn

s

t
ul tntn

2

ˆˆ

2
1

2

1

2

1

22 ∑∑∑
=

++
=

++
=

−+−
=

+
=

++
εε

, 

where n represents the current time, s is the number of the preceding intervals, and tl̂  and tû  are the 
estimations of tl  and tu  respectively. 

Example 3.1 Let the interval time series be [ ] ( )1,56,41 ==X , [ ] ( )5.1,5.68,52 ==X , the predicted 
intervals are [ ] ( )3.1,1.44.5,8.2ˆ

1 ==X  and [ ] ( )2,8.58.7,8.3ˆ
2 ==X . Then the mean squared error of 

interval position is given by 
( ) ( ) 65.0

2
8.55.61.45 22

=
−+−

=MSEP , 

and the mean squared error of interval length is given by 
( ) ( ) 17.0

2
25.13.11 22

=
−+−

=MSEL . 

3.2. The Integrated Efficiency of Interval Forecasting 

Definition 3.3 (Mean squared error of interval, MSEI) 

Let ( ){ }ttt rcX ,=  be the interval time series. The error between the predicted interval )ˆ,ˆ(ˆ
ttt rcX =  and 

the actual interval tX  consists of two parts; the position error cδ  and the length error rε . Then, the 

mean squared error of interval (MSEI) is given by 

( ) ( )
MSELMSEP

s

rr

s

cc
MSEI

l

t
tntn

l

t
tntn

+=
−

+
−

=
∑∑
=

++
=

++
1

2

1

2 ˆˆ
, 

where n represents the current time, s is the number of the preceding intervals, and tĉ  is the estimation of tc , 
tr̂  is the estimation of tr . 

If the interval time series is ( ){ }tttt ulmX ,,= , then the mean squared error of interval (MSEI) is given by 

( ) ( ) ( )
MSELMSEP

s

uull

s

mm
MSEI

s

t
tntn

s

t
tntn

s

t
tntn

+=
−+−

+
−

=
∑∑∑
=

++
=

++
=

++

2

ˆˆˆ
1

2

1

2

1

2

, 
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where n represents the current time, s is the number of the preceding intervals, and tm̂ , tl̂  and tû  are the 
estimations of tm , tl  and tu  respectively. 

As described in Section 3.1, the error between the predicted interval tX̂  and the actual interval tX  
contains two parts; the position error cε  and the length error rε . The former is the distance between the 
central points of two intervals, while the latter is the difference between the radii of two intervals. If the mean 
squared errors of the location and the scale are always summed up, it will be hard to discern the efficiencies of 
the forecasting method between the position and the length. 

Consider the interval [ ] ( )5.1.,57,4 ==X , and the predicted intervals [ ] ( )5.3,5.48,1ˆ
1 ==X  and 

[ ] ( )1,910,8ˆ
2 ==X  obtained by two different forecasting methods. Although the radius of 1X̂  is larger than 

that of 2X̂ , the central point of 1X̂  is closer to the central point of X . Besides, the range of 1X̂  covers the 
range of the actual interval X , while the range of 2X̂  does not. As a result, we still regard 1X̂  as the better 
predicted interval. Consequently, while considering the efficiency of the interval forecasting, it is the most 
important whether the predicted interval does cover the actual interval. Explicitly speaking, forecasting result 
is better if the center ĉ  of the predicted interval is closer to the center c  of the actual interval and their 
overlap is larger. By combining the two factors of the center and the radius of interval, we have three decision 

conditions; (1) when 1
ˆ
ˆ
<

+
−

rr
cc

, there is overlap of the predicted and the actual intervals, it means that the 

interval forecasting is better; (2) when 1
ˆ
ˆ
<<

+
−

rr
cc

, it means that there is more overlap so that the interval 

forecasting is much better; (3) while 1
ˆ
ˆ
≥

+
−

rr
cc

, the predicted interval and the actual interval are completely 

separated, so the interval forecasting is undesirable. Because ( )rrXX tt ˆ2ˆ +=Ο , 
tt

tt

XX

cc
ˆ
ˆ2

Ο

−
 can be the 

criterion for the evaluating the forecasting. Therefore, we propose the following definition to be another 
criterion for analyzing the integrated efficiency of interval forecasting. 

Definition 3.4 (Mean relative interval error, MRIE) 

If the interval time series is ( ){ }ttt rcX ,= , the predicted interval is ( )ttt rcX ˆ,ˆˆ = , and =tε
tt

tt

XX

cc
ˆ
ˆ2

Ο

−
 is the 

relative error between the predicted interval tX̂  and the actual interval tX , then the mean relative interval 

error (MRIE) is given by 

[ ] ∑∑
= ++

++

=
+

Ο

−
==

s

lt tntn

tntn
s

lt
tn

XX

cc
ss

MRIE
ˆ
ˆ211 ε  

where n denotes the current of time, s is the number of the preceding intervals, and tĉ  is the estimation of 
tc . 

If ( ){ }tttt ulmX ,,=  is the interval time series, ( )tttt ulmX ˆ,ˆ,ˆˆ =  is the predicted interval, and 

=tε
( )

( )*ˆ
ˆ2

tt

tt

XX

mm

Ο

−  is the relative error between the predicted interval tX̂  and the actual interval tX , then 

the mean relative interval error (MRIE) is given by 
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[ ] ∑∑
= ++

++

=
+

Ο

−
==

s

lt tntn

tntn
s

lt
tn

XX

mm
ss

MRIE
ˆ
ˆ211 ε , 

where n represents the current of time, s is the number of the preceding intervals, and tm̂  is the estimation of 
tm . 

(*) Note: When tt mm ˆ≥ , ( )tttt ulXX ˆ2ˆ +=Ο ; when tt mm ˆ< , ( )tttt luXX ˆ2ˆ +=Ο . 

Example 3.2 Assume as in Example 3.1, then the mean squared error of interval is given by 
82.017.065.0 =+=+= MSELMSEPMSEI . 

Example 3.3 Assume as in Example 3.1, then the mean relative interval error is given by 

( ) ( ) 34.0
25.12
8.55.62

3.112
1.452

2
1

=⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

+

−
+

+

−
=MRIE . 

4. Testing Hypothesis with Fuzzy Data 
It is a new research topic about the hypothesis testing of fuzzy mean with interval values. First of all, we will give 

a brief definition about the defuzzification. Then under the fuzzy significant level δ , we make a one side or two side 
testing.  These methods are a little different from traditional significant level α .  In order to get the robustic 
properties, we will set up the rejection area level δF , according to the fuzzy population. 

4.1 Testing Hypothesis for Fuzzy Equal 

Let U  be the universal set (a discussion domain), 1 2{ , , , }kL L L L= L  a set of k-linguistic variables on U , and 
A={ mAAA ,,, 21 L }and B={ nBBB ,,, 21 L } be two sets of fuzzy sample drawn from categorical populations with 

numbers on U . For each sample we assign a linguistic variable jL and a normalized membership
1

( 1)
k

ij ij
j

m m
=
∑ = , and 

let ∑
=

=
m

i
ijAj LnFn

1
, ∑

=
=

n

i
ijBj LnFn

1
 kj ,,2,1 L=  be the total memberships for each data set.. The following statements 

are process for testing hypothesis 
Testing hypothesis of fuzzy equal for discrete fuzzy mean 

Consider a k-cell multinomial vector n={ }...,,, 21 knnn with nni i =∑ .  The Pearson Chi-squared test 

( ∑∑
−

=
i j ij

ijij
e

en2χ ) is a well known statistical test for investigating the significance of the differences between observed 

data arranged in k classes and the theoretically expected frequencies in the k classes. It is clear that the large 
discrepancies between the observed data and expected cell counts will result in larger values of 2χ  

However, a somewhat ambiguous question is whether (quantitative) discrete data can be considered categorical 
data, for which the traditional 2χ -test can be used.  For example, suppose a child is asked the following question: “how 
much do you love your sister?”  If the responses is a fuzzy number (say, 70% of the time), it is certainly inappropriate 
to use the traditional 2χ -test for the analysis.  We will present a 2χ -test for fuzzy data as follows: 

 
Procedures for Testing hypothesis of fuzzy equal for discrete fuzzy mean 

1. Hypothesis: Two populations have the same distribution ratio. 

2. Statistics： ∑ ∑
∈ =

−
=

BAi

c

j ij

ijij

e
eFn

, 1

2
2 )]([

χ . ( In order to perform the Chi-square test for fuzzy data, we transfer the decimal 

fractions of ijFn in each cell of fuzzy category into the integer ][ ijFn by counting 0.5 or higher fractions as 1 and 
discard the rest.) 
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3. Decision rule：under significance levelα, if 2χ > )1(2 −kαχ ,then we reject 0H . 

Testing hypothesis of fuzzy index equal for discrete fuzzy mean 

Let FX be the fuzzy sample mean , fX be the defuzzyfication of FX .  Under the fuzzy significant level δF , and the 

corresponding critical value δF , we want to test 0H : FX = µF , where µF is the fuzzy mean of the underlying 

population. Let µ  is the defuzzyfication value of µF , then the above hypothesis becomes 0H : µ = 0µ . 

1 Hypothesis: 0H : µF = 0µF  vs. 1H : µF ≠ 0µF . 
2. Statistics: find FX  from a random sample { }niSi ,...,1, = . 
3. Decision rule: under the fuzzy significant level δF , if 0µ−fX ＞δ ,then reject 0H . 
Note: for left side test 0H ： µ ≤ 0µ  vs. 1H ： µ > 0µ  under the fuzzy significant level δF , if 0µ - fX ＞δ , we reject 

0H . The right hand side testing is similar.  
 
Testing hypothesis with continuous fuzzy mean 
1 Hypothesis: 0H ： µF F= ［a, b] vs. 1H ： µF  ≠ F［a, b].  
2. Statistics: find FX =［ lx , ux ]  from a random sample { }niSi ,...,1, = . 
3. Decision rule: under the significant level δF , find k=δr (where r=b-a), if ax l − ＞k or bx u − ＞k then reject 0H . 
 

4.2 Testing Hypothesis for fuzzy belongs to 

 

Testing of fuzzy belongs to with bounded sample 

1 Hypothesis: 0H ： µF F∈  ［a, b]  vs. 1H ： µF F∉ ［a, b]. 
2. Statistics: find FX =［ lx , ux ]  from a random sample { }niSi ,...,1, = . 
3. Decision rule: under the significant level δF , find k=δr (where r=b-a), if lx ＜a-k or ux >b+k,  
then reject 0H . 
 

Testing of fuzzy belongs to with unbounded below sample  

1 Hypothesis: 0H ： µF F∈ (-∞ , b] vs. 1H ： µF F∉ (-∞ ,b] . 
2. Statistics: find FX =（∞ , ux ] from a random sample { }niSi ,...,1, = . 
3. Decision rule: under the significant level δF , find k=δr (where r is a constant), if ux >b+k, then reject 0H . 

 

Testing of fuzzy belongs to with unbounded above sample  

1 Hypothesis: 0H ： µF F∈ ［a,∞ ) vs. 1H ： µF F∉ ［a, ∞ ) 
2. Statistics: find FX =［ lx ,∞） from a random sample { }niSi ,...,1, = . 
3. Decision rule: under the significant level δF , find k=δr (where r is a constant), if lx ＜a-k, then reject 0H  

4.  Case Analysis 
In this section we use a practical case to illustrate the forecasting methods. The interval time series comes 

from the data that the highest price ( tb ), the lowest price ( ta ) and the weighted average price ( tm ) of monthly 
trading values of China Steel stock from January 1995 to October 2005. Then the proposed methods are 
applied to make the interval forecasting for the last 6 intervals (from May to October). This data comes from 
the report of monthly trading value of individual stock provided by Taiwan Stock Exchange Corporation. The 
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chart of the interval time series is shown in Figure 2. 

20 40 60 80 100 120
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40
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da
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Figure 1 The chart of the monthly trading values of China Steel stock from 1/1995 to 4/2005. 

Table 5.1 lists the monthly trading values of China Steel stock from May 2005 to October 2005 and their 
forecasts by the proposed interval forecasting methods described in Section 3.2. Table 5.2 shows the 
comparison of the efficiency of the interval forecasting methods. 

Table 4.1 The monthly trading values of China Steel stock and their forecasts by the proposed interval forecasting methods 

for the latter 6 periods from 5/2005 to 10/2005. 

Monthly Trading Value of
ChinaSteel Stock
5/2005–10/2005 
( )tt rc , / ( )ttt ulm ,,  

Interval Moving
Average  
( )tt rc ˆ,ˆ  

Weighted Interval
Moving Average
( )tt rc ˆ,ˆ  

ARIMA of ( c, r)
((2,0,0),(1,0,0)) 
( )tt rc ˆ,ˆ  

ARIMA of (m, l, u)
((2,0,0),(0,0,0), (2,0,0))
( )ttt ulm ˆ,ˆ,ˆ  

(32.08,1.58)/(31.94,1.71,1.44) 
(31.50,1.35)/(31.51,1.34,1.36) 
(30.03,1.35)/(31.02,2.43,4.42) 
(27.70,1.40)/(28.16,0.94,1.86) 
(29.38,0.98)/(29.33,1.02,0.93) 
(27.58,1.88)/(27.17,2.28,1.47) 

(23.57,1.46) 
(23.52,1.44) 
(23.48,1.44) 
(23.44,1.44) 
(23.42,1.43) 
(23.41,1.43) 

(24.29,1.79) 
(24.17,1.75) 
(24.11,1.75) 
(24.09,1.75) 
(24.06,1.74) 
(24.06,1.74) 

(32.60,1.62) 
(32.03,1.51) 
(31.60,1.48) 
(31.23,1.47) 
(30.89,1.47) 
(30.58,1.47) 

(32.59,1.39,1.54) 
(32.06,1.39,1.60) 
(31.65,1.39,1.56) 
(31.29,1.39,1.56) 
(30.95,1.39,1.55) 
(30.62,1.39,1.55) 

Table 4.2 The comparison of efficiency of the proposed interval forecasting methods for the interval time series of monthly 

trading values of China Steel stock. 

Criteria Interval Moving
Average 

Weighted Interval
Moving Average 

ARIMA of ( c, r ) 
((2,0,0),(1,0,0)) 

ARIMA of ( m, l, u ) 
((2,0,0),(0,0,0),(2,0,0)) 

MSEP 41.65 33.82 4.48 4.24 
MSEL 0.73 0.63 0.70 0.92 
MSEI 42.38 34.45 5.18 5.16 
MRIE 2.04 1.65 0.57 0.57 

From the above analysis result, the forecast results of this interval time series are extremely similar with 
that of the model (4.3). It shows that the interval time series is nonstationary but steadily increasing or 
decreasing. So the interval moving average and the weighted interval moving average can only offer the 
prediction of the interval length. While ( ) ( )( )rrrccc qdpqdpARIMA ,,,,,  of ( )rc;  and 

( ) ( ) ( )( )uuulllmmm qdpqdpqdpARIMA ,,,,,;,,  of ( )ulm ,;  can perform better forecasting concurrently for the 
position and the length of intervals. In addition, their mean relative interval errors are fairly small, which 
shows the overlapping range of the predicted intervals and the actual intervals is larger, so it is concluded that 
both are excellent forecasting methods. On the other hand, the mean relative interval errors of the interval 
moving average and the weighted interval moving average are relatively great, which shows that there are few 
overlapping part of the predicted intervals and the actual intervals, so these two forecasting methods are not 
suitable for this case. 
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5. Conclusions 

In the progress of the scientific research and analysis, the uncertainty in the statistical numerical data is 
the crux of the problem that the traditional mathematical model is hard to be established. Manski (1990) has 
pointed out that the numerical data are over-demanded and over-explained. If we exploit this artificial 
accuracy to do causal analysis or measurement, it may lead to the deviation of the causal judgment, the 
misleading of the decision model, or the exaggerated difference between the predicted result and the actual 
data. This paper proposes to use the interval data to avoid such risks to happen. By means of the interval 
operations, this paper also discusses the model establishment and forecasting of interval time series. From the 
research results, it is found that the forecasting of ARIMA interval time series performs more accurate, no 
matter in the comparisons of the mean squared error of interval or the mean relative interval error, than the 
traditional forecasting methods such as the moving average and the weighted moving average, etc. Especially 
for the threshold time series, the forecasting results are much better. 

In fact, using interval data to establish model and predict, we can find that the forecasting in each step is 
carried out by means of intervals, so as to increase the objectiveness of the forecasting results. In the general 
aspect, the "intervalization" seems to be a very normal phenomenon too. But on the contrary, if the concept of 
dealing with numerical data does not change and the forecasting method does not make a breakthrough, it 
often hampers the objectivity of measurements and the possibility of long-term forecasting. If we measure 
interval time series with the center and the length of intervals, it demonstrates clearly that interval time series 
has better forecasting ability than the traditional ARIMA method does. However, according to the interval 
operations and the ARIMA method, it is noteworthy that if we can establish the good model construction 
process, we can make a superior interval forecasting for the interval time series of stock trading values. For 
investors, it not only provides a new forecasting method, but also offers more flexible prediction result. 
Therefore, investors can make more objective judgment under correct information. 

Although the approaches proposed in this paper perform interval forecasting effectively, there are some 
problems still remaining to be solved and some improvement can be done for further research, which are 
described respectively as follows. 

(1) There are so many unpredictable factors on the monthly trading values of stocks, such as trading volumes, 

exchange rates, interest rates or even the influence of the government policy etc. Consequently, in respect 

to interval time series proposed in this paper, we only consider the monthly highest price and the monthly 

lowest price as the range of the monthly trading price caused by all factors. If it needs to make the result 

more accurate, it can consider finding out the key factors of influencing the interval range. 

(2) With regard to interval time series, in order to achieve more accurate result, it needs to make the 

collected data stationary to make further analysis. But, how to judge if an interval time series is 

stationary? This paper considers the stationariness of interval location and interval length respectively. Is 

it possible to find another approach to judge the stationariness of interval time series by other interval 

operations? 

(3) Because the research of interval data forecasting is rare in the past, as generating interval time series data 

by simulation, we can consider other simulation approaches, such as Bootstrap, Bayesian, Bayesian, etc. 

The variety of the simulation methods will contribute to the improvement of the forecasting methods. 

(4) In the analysis and forecasting of interval time series, how to estimate the forecasting accuracy of 

interval data is an important issue. There are found four forecasting situations, the forecast interval is too 

wide, the forecast interval is too narrow, the forecast interval inclines to the right, and the forecast 



 15

interval inclines to the left. From the overlapping parts and the nonoverlapping parts of the actual 

intervals and the forecast intervals, it should be defined a criterion which is more sufficient to show the 

efficiency of interval forecasting. 
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out by means of intervals, so as to increase the objectiveness of the forecasting results. In the general aspect, 
the "intervalization" seems to be a very normal phenomenon too. But on the contrary, if the concept of 
dealing with numerical data does not change and the forecasting method does not make a breakthrough, it 
often hampers the objectivity of measurements and the possibility of long-term forecasting. If we measure 
interval time series with the center and the length of intervals, it demonstrates clearly that interval time series 
has better forecasting ability than the traditional ARIMA method does.  
   However, according to the interval operations and the ARIMA method, it is noteworthy that if we can 
establish the good model construction process, we can make a superior interval forecasting for the interval 
time series of stock trading values. For investors, it not only provides a new forecasting method, but also 
offers more flexible prediction result. Therefore, investors can make more objective judgment under correct 
information. Because the research of interval data forecasting is rare in the past, as generating interval time
series data by simulation, we can consider other simulation approaches, such as Bootstrap, Bayesian, 
Bayesian, etc.  

附件二 
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行政院國家科學委員會補助國內專家學者出席國際學術會議報告 
                                                         2009年 9 月 16 日 

報告人姓名  

吳柏林 
服務機構及職稱  

國立政治大學應用數學系教授 

     時間 

會議 

     地點 

2009/8/2~8/7 

泰國清邁 

本會核定 

補助文號 

計畫編號 

NSC962416H004014-MY3 

 

會議名稱   Symposium on Econometrics and Forecasting  

發表論文題目 
 Fuzzy Estimation Methods and their Application in Real Estate Evaluation 

一.參加會議經過 

The International Symposium on Econometrics and Forecasting, 於 2009 年 8月 2日至 8
月 7 日在泰國清邁舉行, 由泰國 Chainmai University 與 Thailand Econometrics 
Society  主辦,. 來自各國之學者專家約有 40餘人參加, 包括地主國泰國外,台灣, Japan, 
USA, Canada, Hongkong, 澳洲, 馬來西亞,等 10餘國. The conference is held for promoting 
researches on the Econometrics and soft computing. In recent years, researches on logistics, 
service, supply chain and knowledge management have become prosperous. In addition, new 
applications of Mobile business derived from e-Commerce are developing fast and widely. 
New concepts and theories from above have promoted ubiquitous communication and 
collaboration. Thanks all participants to attend and present recent results and discuss on 
management engineering from the perspective of knowledge management and e-Commerce. 
2本次大會就以下幾項重點主題進行研討 

1. New development in Econometrics 2. Soft computing 3. Intelligent computing 
4.knowledge management. 除此之外, 尚有幾個序列的Workshops 與 Panel discussions討
論有關 computing Economisc 等 . 歐國家如泰國等教授在會中特別提到 : Intelligent 
Computing 與 Soft Computing 之工程經濟觀點.  Mangement challenges in times of global 
change and uncertainty. 以及一些新觀念如: Perception based reasoning, 區間計算，模糊樣
本分析，知識經濟與創新計算等新看法。 
二. 攜回的資料： 

1. Symposium on Econometrics and Forecasting研討會論文集 2.與 Professor Songsak, 
Professor Sonpond, Professor SAATTakada 等學者討論有關最近著作與研究結果。 
三. 建議與其他 
目前筆者在政大應數研究所開設人工智慧與時間數列分析與預測課程多年，深感學

術研究發展日新月異、一日千里。國科會能給予補助出國出席國際學術研討會，收穫相

當大。希望將來能多利用課餘時間出國做短期研究，吸收國外新知、及研究方向。回國

後繼續開設模糊時間數列分析與預測課程，指導博、碩士班研究生，籌辦國際學術研討

會，推動國際經濟與管理學術研究工作。並於國際著名學術論文期刊，發表學術論文。 
 

附件四 



 18

 
 

行政院國家科學委員會補助國內專家學者出席國際學術會議報告 
                                                         2009年 12 月 16 日 

報告人姓名  

吳柏林 
服務機構及職稱  

國立政治大學應用數學系教授 

     時間 

會議 

     地點 

2009/12/12~12/15 

中國桂林 

本會核定 

補助文號 

計畫編號 

NSC962416H004014-MY3 

 

會議名稱   Intech 2009 Intelligent Technologies  

發表論文題目   Testing hypothesis with fuzzy sample mean and variance 

一.參加會議經過 

The International Symposium on Management Engineering, 於 2009 年 11月 30日至 12
月 2 日在日本北九州舉行, 由泰國 AssumptionUniversity 主辦,. 來自各國之學者專家
約有 70 餘人參加, 包括地主國中國外, 韓國 台灣, 美國, 加拿大, 澳洲, 南非, 馬來西

亞, 捷克等 10 餘國. The conference is held for promoting researches on the Intelligent 
Technology. In recent years, researches on logistics, service, supply chain and knowledge 
management have become prosperous. In addition, new applications of Mobile business 
derived from e-Commerce are developing fast and widely. New concepts and theories from 
above have promoted ubiquitous communication and collaboration. Thanks all participants to 
attend and present recent results and discuss on management engineering from the perspective 
of knowledge management and e-Commerce. 
2本次大會就以下幾項重點主題進行研討 

1. Management and control 2. Soft computing 3. Intelligent computing 4.knowledge 
management. 除此之外 , 尚有幾個序列的 Workshops 與 Panel discussions 討論有關

Management Engineering 等 . 東歐國家如捷克等教授在會中特別提到 : Intelligent 
Computing 與 Soft Computing 之管理工程觀點.  Mangement challenges in times of global 
change and uncertainty. 以及一些新觀念如: Perception based reasoning, 區間計算，模糊樣
本分析，知識管理與創新計算等新看法。 
二. 攜回的資料： 

1. International Symposium on Management Engineering研討會論文集 2.與 Professor 
Watada, Professor Takada 等學者討論有關最近著作與研究結果。 
三. 建議與其他 
目前筆者在政大應數研究所開設人工智慧與時間數列分析與預測課程多年，深感學

術研究發展日新月異、一日千里。國科會能給予補助出國出席國際學術研討會，收穫相

當大。希望將來能多利用課餘時間出國做短期研究，吸收國外新知、及研究方向。回國

後繼續開設模糊時間數列分析與預測課程，指導博、碩士班研究生，籌辦國際學術研討

會，推動國際經濟與管理學術研究工作。並於國際著名學術論文期刊，發表學術論文。 
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Abstract 
The evaluation of real estate is complex, it involves many factors, such as peoples’ utility (human subjective recognition) and 

the economic efficiency etc. In this paper we develop the traditional real estate appraisal approach the market comparison approach 

by integrating it with fuzzy estimation which reflects the imprecise and vague nature of human thinking. The primary main methods 

used are fuzzy statistical analysis, fuzzy-weighting and fuzzy ranking. This integrated procedure is aimed at yielding appropriate 

and reasonable rank and value of utility. We also give empirical examples to illustrate the techniques and how to evaluate the real 

estate. Result shows that fuzzy statistics with soft computing are more realistic and reasonable in the realistic evaluation. Finally 

certain comments are suggested for the further studies. 

Keywords: Fuzzy estimation, Real estate valuation, Fuzzy statistics, Fuzzy-weight  
 
 

6. 1. Introduction 

Why do we think we have experienced such acceleration in prices of real estate in Shanghai, China? How are 
people recognizing the future values of a real estate?  Should we depend on the banks to recognize the real 
value of the property we want to purchase?   
Usually, brokers use licensed appraisers to estimate the value of a house. Moreover, the licensed appraisers 
use comparable sales and if there are not any, they have to improvise and use some comparable cases from 
similar areas. If the evaluation really gets skewed, what the licensed appraisers can do is use comparable cases 
from recent sales as close to the likeness of the property as possible. Because of these licensing appraisal 
practices the next properties sold could be over or under valued. How do they know the true value and how do 
they evaluate?  
There have been numerous literatures in the methodology of real estate valuation. David Mackmin(1995) 
showed some implications of DCF(Discounted Cash Flow) for the property valuation. Mats Ekelid et al. 
(1997) have focused on the structure and arguments in appraisal reports and how these have changed over 
time and on the treatment of different types of uncertainty. Christian Janssen (1999) used the regression 
approach to estimate the market value of a townhouse. Monte Carlo simulations were used to incorporate the 



 20

uncertainty of valuation parameters by Martin Hoesli et al. (2005). Zhen Chen et al. (2009) introduced a novel 
decision-making approach to risk assessment in commercial real estate development based on the ANP 
(Analytic Network Process) model. Patrick McAllister et al. (2009) proposed an alternative approach that uses 
pricing signals from traded cash flows to appraise the various incomes and costs. Hasan Sahin et al. (2009) 
used the CART (Classification and Regression Tree) approach to analyze empirically major factors that affect 
housing price in Istanbul, Turkey. 
All of these studies mentioned above are concerned with how to reduce the risk and uncertainty involved in 
the imprecise and vague information in the process of valuation. Risk and uncertainty are inherent parts of the 
valuation process as the price given is unable to be inclusive of all current and future influences on the value 
of the asset (Alastair Adair et al. 2009). In this paper, we are proposing an alternative method which uses 
fuzzy logic to improve the traditional way of valuation by more accurately reflecting the real way of human 
thinking. 
In practice, in the real world, the price provided in the real estate valuation report supplied by the valuation 
agency is an exact number. However, the buyer and the seller are the different stakeholders in the commercial 
transaction. The more benefits the buyer obtains the less the seller can earn from his/her house. Different 
stakeholders have different expected prices and this price will not be the valuation price except in some rare 
situations. Actually in the real world, when we ask the holders how many the commercial houses worth, 
usually they would like to show an interval price. In order to work on the data, we need to provide an 
improved fuzzy-based methodology in the real estate valuation which involves in the attributes of 
impreciseness and vagueness. 
There has been considerable and increasing attention paid to the idea of fuzzy logic since it was introduced by 
Zadeh as a modification of conventional mathematical Set Theory (Zadeh 1965). The basic aim is that 
vagueness and ambiguity can be described and distinguished mathematically. The concept of a linguistic 
variable was introduced as well by Bellman and Zadeh (1970). Fuzzy theory has been widely used a variety of 
authors. Arvind Verma(1997) used fuzzy logic to construct offender profiles since the police officers received 
descriptions of suspects that were fuzzy in nature. Nen Fon Tseng et al. (2002) applied fuzzy regression 
models to business cycle analysis. Berlin Wu et al. (2002) proposed new approaches on market research with 
fuzzy statistical analysis. Kostas Metaxiotis(2003) integrated fuzzy logic into a decision support system. Hong 
Zhang (2004) proposed the fuzzy discrete-event simulation to model the uncertain activity duration. Rajkumer 
Ohdar et al. (2004) introduced the fuzzy-based approach to measure and evaluate the performance of 
suppliers in the supply chain. Don Jyh-Fu Jeng(2006) applied fuzzy forecasting techniques in DNA computing. 
Shu Meei Ho(2006) used integrated fuzzy statistics analysis in the valuation of intellectual capital. Sharon M. 
Ordoobadi(2008) used fuzzy logic to evaluate advanced technologies for decision makers and provided a 
model based on fuzzy logic for decision makers to help them with selection of appropriate suppliers in 2009. 
Fuzzy logic was introduced in real estate appraisal by a great many of scholars. Fuzzy logic was introduced to 
deal with the risk and uncertainty which were poorly considered in real estate analysis by Peter Byrne(1995). 
Bagnoli and Simth(1998) introduced the theory of fuzzy logic in property appraisal and estimation of 
appropriate market value. Maurizio d’Amato(2002) applied fuzzy theory to appraise property and made a 
comparison between this method and the most common statistic instruments. Marco Aure´lio Stumpf 
Gonza´lez(2006) improved mass appraisal techniques using FRBS(Fuzzy Rule-Based System) to model the 
real estate market and compared it with traditional hedonic regression model. Elli Pagourtzi et al. (2006) 
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proposed a new methodology and discussed the architecture for a decision support system for real estate 
analysis based on GIS (Geographic Information System) integrated with fuzzy theory and spatial analysis. 
Eddie Chi Man Hui et al. (2009) integrated the housing indicator data such as RI (Rental Index) with fuzzy 
logic system to assist practitioners as well as investors on decision making in real estate investment. 
In this paper we focus on the valuation approach in real estate. We take the city of Kunming in Yunnan, China, 
as an empirical study. How to get a reasonable and realistic price of real estate is the major requirement for 
buyers, sellers and valuation practitioners.  
 
 
7. 2. On Traditional Evaluation Techniques with Real Estate Appraisal 
There are many traditional methods to estimate the value of real estate. These include the Market Comparison 
Approach, Income Approach, Cost Approach, Hypothetical Development Method, and so on which can be 
selected for different appraisal purposes and subject properties.  
The Market Comparison Approach compares the subject property with a similar property whose trading date 
is close to the appraisal date. It then modifies some of influence factors in order to evaluate an objective and 
reasonable price or value of the real estate. The Income Approach evaluates the future incomes of the subject 
property and calculates the present value with the proper capitalization rate. It then takes the present value as 
the evaluated price. The Cost Approach uses the rebuilding price or reset price of the subject property and the 
deduction of the depreciation to compute objective and reasonable price or value of the subject property. The 
Hypothetical Development Method is on an assumption that the property is developed and then deducts the 
expected development costs, taxes and profits from the predicted value of the developed property. 
All of these methods are applied widely in the valuation of real estate. One common feature of all of them is 
that the valuation result is a specific real number. However the trade price of the property is not the appraisal 
price. The appraisal price can be quite close to the final trade price but will not be the same except in some 

occasional situations. 
Furthermore, from the seller’s perspective, he maximizes his profit by raising the price of the property. 
Similarly the buyer maximizes his utility by reducing the price of the property simultaneously. Obviously, 
both of the expected prices of seller and buyer are highly unlikely to be the appraisal price which is a specific 
real number supplied be the appraisal report. There exists a range which includes the expected prices of the 
seller and buyer. 
Therefore, we need to use fuzzy data to evaluate a reasonable range of the appraisal price which can satisfy 
both the seller and buyer. 
Just like other business, real estate has various types of value. There is bank value, tax value, book value and 
asset value. In most cases this evaluation process is designed not only for financial purposes but also based on 
utility. Most people would be happy to pay the bank appraisal price because they know the real values of the 
property have not been considered and the property is worth more.  
Note that in this paper we are not talking about residential raw housing real estate. We are talking about 
homes with acreage, lake and river frontage, elevated views as well as panoramic views. These properties 
offer something unique and beneficial to the owner or buyer and therefore command a premium price. 
Nowadays it is not as time consuming as before because there are several websites available on the net that 
really help to know which location is suitable for investment in real estate and why. Contact to the property 
agents of that particular location through mail and send their enquires whatever in your mind or call them and 
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ask about different questions of property buying, selling and renting of that area. The information may give us 
enough knowledge about that particular area’s real estate investment and we can start to get a good picture of 
the property business in that region. Before considering any location we need to know some things about that 
region. Such as: Population, Tax and ownership law, Rents of property, Buyer and Sellers of that particular 
region, Future projects and Developments, Temperature and Environment, Traffic convenient, Management 
cost.   
 
 
8. 3. Evaluation Based on the Fuzzy Statistical Analysis 

Traditional statistics deals with a single answer or certain range of answer through sampling survey, but it has 
difficulty in reflecting people's incomplete and uncertain thought. In other words, these processes often ignore the 
intriguing, complicated and yet sometimes conflicting human logic and feeling. If people can use the membership 
function to express the degree of their feelings based on their own concept, the result will be closer to their real thought.  
For instance, when people process a pollution assessment, they classify the distraction into two categories: pollution and 
non-pollution. This kind of classification is not realistic, since pollution is a fuzzy concept (degree) and can hardly be 
justified by true-false logic. Therefore, computing the information based on fuzzy logic would be more reasonable. 
Mode, mean and median are essential statistics in analyzing the sampling survey. Calvo and Mesiar (2001) 
proposed the generalized median by discussion aggregation operators closely related to medians and to 
propose new types of aggregation operators appropriate, both for the cardinal and ordinal types of information. 
But they didn’t give a realistic example. In this paper we present the definitions of fuzzy mode, fuzzy mean 
and related properties. We hope via these new techniques peoples’ thought can be extracted and known in a 
more precise way. 
If people can use the membership function to express the degree of their feelings based on their own choices, 
the result presented will be closer to real human thinking. Therefore, collecting information based on the 
fuzzy mode should be the first step to take. Since a lot of times, the information itself is embedded with 
uncertainty and ambiguity, it is natural for us to propose fuzzy statistics, such as fuzzy mode and fuzzy 
median, to fit the modern requirement.  In this and next section we demonstrate the definitions for fuzzy 
mode and fuzzy mean generalized from traditional statistics.   
 

8.1. 3.1 How to get fuzzy number 

Definition 3.1 Fuzzy Number 
Let U denote a universal set, { }niiA 1= be a subset of discussion factors on U, and Λ(Ai) be a level set of Ai  for 

i=1,2,…,n.  The fuzzy number of a statement or a term X over U is defined as: 

     ∑
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In the research of social science, the sampling survey is always used to evaluate and understand public 
opinion on certain issues. The traditional survey forces people to choose one answer from the survey, but it 
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ignores the uncertainty of human thinking. For instance, when people needs to choose the answer from the 
survey which lists five choices including "Very satisfactory," "Satisfactory," "Normal," "Unsatisfactory," 
"Very unsatisfactory," traditional survey become quite exclusive.   
The advantages of valuation with fuzzy numbers include: (i) The valuation process becomes robust and 
consistent by reducing the degree of subjectivity of the evaluator. (ii) Self-potentiality is highlighted by 
indicating individual distinctions. (iii) It provides the evaluators with an encouraging, stimulating and 
self-reliant guide that emphasizes individual characteristics. The drawback is that the calculation process will 
be a little more complex than the conventional one. 

 

Example 3.1 The use of fuzzy number in a sampling survey about favorite tourist attractions. 
Consider a fuzzy set of favorite tourist attractions for a person as shown in Table 3.1. Note that in the extreme 
cases when a degree is given as 1 or 0, that is “like” or “dislike”, a standard “yes” and “no” are in a 
complementary relationship, as in binary logic.  Let 1A  represents for “favorite tourist attractions”, 2A  

“dislike the tourist attractions”. 
Table 3.1 Comparing fuzzy number with integral number favorite tourist attractions  

Favorite tourist attractions  1A  2A  1A  2A  
Degree of feelings )(

1
XAµ  )(

2
XAµ  binary logic 

Jin Dian 1 0 X  
Xi Shan 0.4 0.6  X 
Ye Ya hu  0.7 0.3 X  
Stone Forest 0.8 0.2 X  
National Museum 0.3 0.7  X 
 
Based on the analysis of binary logic, we can find that he likes Jin Dian, Ye Ya hu and Stone Forest but 
dislikes Xi Shan and National Museum.  On the other hand, the fuzzy statistical result can be represented as: 

)(3.0)(8.0)(7.0)(4.0)(1)(1 XIXIXIXIXIX seumNationalMutStoneForesYeYahuXiShanJinDianA ++++=µ  
)(7.0)(2.0)(3.0)(6.0)(0)(2 XIXIXIXIXIX seumNationalMutStoneForesYeYahuXiShanJinDianA ++++=µ  

This means that the person likes Jin Dian 100%, YeYahu 70%, Stone Forest with 80%. He dislikes XiShan 
60%, dislikes National Muesum70%, and dislikes National Museum 70% of degree. 
Therefore, based on the binary (like or dislike) logic, we can see only the superficial feeling about people’s 
favorite tourist attractions.  With the information of fuzzy response we will see a more detailed data 
representation. 
 

8.2. 3.2 How to compute fuzzy data 
Definition 3.2 Fuzzy Mode (data with interval values) 

Let U  be the universal set (a discussion domain), },,,{ 21 kLLLL L=  a set of k-linguistic variables onU , and 
{ [ , ], , , 1,2, , }i i i i iFS a b a b R i n= ∈ = L  be a sequence of random fuzzy sample onU .  For each sample iFS , if 
there is an interval [a, b] which is covered by certain samples, we call these samples as a cluster.  Let MS be 
the set of clusters which contains the maximum number of sample, then the fuzzy mode FM is defined as  

}],[],[{],[ MSbababaFM iiii ⊂∩== . 

If  ],[ ba  does not exist (i.e. ],[ ba  is an empty set), we say this fuzzy sample does not have fuzzy mode.  
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Example 3.2 Suppose we have the following sample: (2,5), (2,4), (2,3), (3,10), (2,3), (3,4), (3,5) Then by definition, the 

set of clusters which contains the maximum number of sample is {(2,5),(2,4),(3,10),(3,4),(3,5)}. Hence FM= (3, 4) 

 
Definition 3.3 Fuzzy Mean (data with interval values) 

Let U  be the universe set, and FSi=[ai,bi], i=1, 2, …, n  be a sequence of random fuzzy sample onU . Then 

the fuzzy mean is defined as ]1,1[)(
11
∑∑
==

=
n

i
i

n

i
i b

n
a

n
XE . 

8.3. 3.3 How to compute fuzzy weight 

In the valuation process, people usually treat each factor with the equal weight. That is, we assume that the 
factors have the same contribution to the universe domain. However, in order to get a more accurate valuation, 
we had better use different weight, according to their contributions to the object, for different factor. Since 
then, the macro-performance valuation will reflect the real world situation.   
To investigate the fuzzy weight of each factor, we may use the fuzzy set theory and sampling survey technique. 
Especially, using fuzzy memberships and multiple values assignment, we can get an appropriate fuzzy weight 
for the object. Hence, let’s give a detailed process about how to get fuzzy weight. 
Here, we propose the calculation process of entity fuzzy weight： 
Step1: First, determine the effective factors A = },....,,{ 21 kAAA  for the real estate appraisal 

Step2: Ask each interviewee i to give the importance of factors set with a membership ijm  1
1

=∑
=

k

j
ijm . Let ijm  

be the membership of importance of factor j for the i th interviewee 

Step3: Calculate the fuzzy weight jw  of jA  by
∑∑

∑

= =

== k

j

n

i
ij

n

i
ij

j
m

m
w

1 1

1 . 

Example 3.4 Suppose there are five experts rank the influence factors of real estate valuation, see Table 3.4. 
Table 3.4 Fuzzy weights of the influence factors of real estate valuation 

factors 
experts 

location  house type community  quality 

1 0.25 0.25 0.25 0.25
2 0.3 0.25 0.3 0.15
3 0.25 0.3 0.2 0.25
4 0.4 0.1 0.35 0.15
5 0.3 0.1 0.4 0.2

Total rank 1.5 1 1.5 1 
weight 0.3 0.2 0.3 0.2

It is easy to compute that 
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9. 4. An integrated fuzzy valuation process 
Since human thought and behavior are typically vague and uncertain, analysis by traditional methods usually 
involves the following weaknesses: (a) The use of arithmetic in traditional questionnaires is often an 
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over-explanation. (b) Experimental data are often overused just to cater to the need for apparent numerical 
accuracy. (c) For the sake of simplifying the evolutional model, the relationship between the actual condition 
and dynamic characteristics are neglected. That is why we will prefer to apply fuzzy theory to handle the 
questions that involve human opinion. 
 

9.1. 4.1 Determination about price fuzzy distribution 

It is appropriate to apply the membership function, a more precise mathematical technique, in analyzing the 
fuzzy information. The value of the membership function, between 0 and 1, is derived from the characteristic 
function, to express the membership grade of each element in a set. There are many types of membership 
functions, such as Z- type, Λ- type, Π- type, S- type, etc, see Nguyen and Wu (2006).  In this research we use 
Λ – type membership functions.  It assesses the fuzzy interval of various valuations, and then calculates the 
fuzzy value of an enterprise according to appraiser’s fuzzy weighting.  
We also use the Λ- type to reflect the value for a commercial house price distribution. That is, we will give the 
price of commercial houses into different linguistic terms, such as, high-level, intermediate and unfurnished. 
Each term will correspond to a real value, which will be determined by the sampling survey and fuzzy 
statistical analysis. 
 

9.2. 4.2 The highly correlated property for the discussion factors 
After detailed discussion from the above sections, an integrated process of fuzzy valuation is started by fixing 
the crucial affection factors of the commercial house. We use the weighted arithmetic average instead of the 
geometric average. The reason is that the factors are highly correlated; any extreme value of a certain factor 
will influence the real price of the commercial house. Take evaluating the price of commodity house as an 
example.  
Suppose the factors of the valuation price are {location, house type, community, quality}. If the factor location 
is valueless, no matter the community is high and/or the other factors are high too, the integrated valuation 
will be low.  
Finally we make weighted arithmetic average to get a more appropriate valuation. That is, suppose the factor 
sets is A = },....,,{ 21 lAAA and which corresponding to the with a weight set w= },....,,{ 21 lwww , then the 
integrated Valuation Price will be  

Valuation Price= ∏
=

l

i

w
i

iA
1

 

 

9.3. 4.3 The Mean Absolute Error for interval difference 
Since an interval tX  can be represented by ( )r;cX = , where c is the center of the interval and r is the radius 
of the interval. To consider the error of two intervals, we need to consider the difference of center as well as 
the difference of radius simultaneously. We propose the following definitions which are useful in determining 
the interval difference. 

Definition 4.1 (Mean Absolute Error of Interval Location, MAEL) 
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Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The mean absolute 

error of interval location (MAEL) is given by ∑
=

−=
s

t
tt cc

n
LEAM

1
|ˆ|1 . 

Definition 4.2 (Mean Absolute Error of Interval Scale, MAES) 
Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The mean 

absolute error of interval scale (MAES) is given by ∑
=

−=
n

t
tt rr

n
SEAM

1
|ˆ|1 . 

Consider the interval X=[4,7]=(5.5;1.5), and the forecast intervals 1X̂ =[1,8]=(4.5;3.5) and 2X̂ =[6,8]=(7;1) 
obtained by two different forecasting methods. The MAES of 1X̂ , denoted MAES1, is 2. The MAES of 2X̂ , 
denoted MAES2, is 0.5. Then 2X̂  is good forecast interval than 1X̂  from comparing MAES1 an MAES2.  
However, since the radius of 1X̂  is larger than that of 2X̂ , the central point of 1X̂  is closer to the central 
point of X . Since the range of 1X̂  covers the range of the actual interval X  is more than the range of 2X̂  
does. As a result, we still regard 1X̂  as the better forecast interval. Consequently, while considering the 

efficiency of the interval forecasting, both the two indexes should approach the real values. Hence, by 
combining the two factors of the center and the radius of interval, we need to integrate those above 
definitions. 

 
Definition 4.3 (Mean Absolute Error of Interval, MAEI) 
Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The mean 
squared error of interval (MSEI) is given by 

∑∑
==

−+−=
n

t
tt

n

t
tt rr

n
cc

n
EIAM

11
|ˆ|1|ˆ|1  = MAEL+MAES 

Note that for some special purposes, we may use the Weighted Mean Absolute Error of interval, 
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Example 4.2 Let X=[4,7]=(5.5;1.5) be the real interval, Ŷ =[1,8]=(4.5;3.5) and Ẑ =[6,8]=(7;1) be the 
forecasting intervals obtained by two different forecasting methods. It is easy to calculate  

MAEL of Ŷ = 1, MRES of Ŷ =2, MAEI of Ŷ =3, and 

MREL of Ẑ = 1.5, MRES of Ẑ = 1.5, MAEI of Ẑ =3  

That is Ŷ has more efficient forecasting location than Ẑ . While Ẑ has more efficient forecasting interval scale 
than Ŷ . However they have the same MAEI.  

 

Example 4.3 Let the interval time series be 1X =[4,6]=(5;1), 2X =[5,8]=(6.5;1.5), the predicted intervals are 

1X̂ =[2.8,5.4]=(4.1;1.3) and 2X̂ =[3.8,7.8]=(5.8;2). Then  

MAEL= 8.02/|)8.55.6||1.45(| =−+− . 

MRES = 2/|)25.1||3.11(| −+− = 0.4 
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MAEI = 0.8+0.4=1.2  

10. 5. A Case Study on the Commercial House in Kunming (China) 
In this section we present a case which shows how to valuate the price of real estate in Kunming by fuzzy 
estimation method. The fuzzy valuation process is as follows: 
(1) Decide the influence factors which are of importance for the valuation price of commercial house. 
(2) Apply the fuzzy ordering method to calculate the weights 1 2{ , ,..., }kw w w . 
(3) Collect information of the similar property case and then use the Marketing Comparison Approach to 
modify the value of location, house type, community and quality of the cases. 
(4) Investigate the transaction price of commercial house which located in different district. In generally, five 
cases are possible. 
(5) Compute the fuzzy mode and fuzzy mean in order to get the valuation price of our subject property. 
As is mentioned before, the most important effective factors of the commercial house valuation price are 
location, house type, community and quality. 
The weights of location, house type, community and quality have been calculated in the section of 3.3. 
Table 5.1 is the result of the surveys for weights with respect to the effective factors  

Table 5.1 the weights of Commercial house 
factors location house type community quality 
w 0.3 0.2 0.3 0.2 

 
We use the Marketing Comparison Approach to choose some of the similar cases which depend on the most 
important effective factors which we will show later. Then the fuzzy estimation method will be applied to 
obtain the predicted value of our subject property. In this paper we suppose the appraisal purpose is to get the 
current market price of our subject property for the trader. 
Generally, the effective factors of estimated value of a commercial home include: location, house type, 
community and quality. Take the commercial house in Panlong District as our subject property, so the value of 
location, house type, community and quality of the subject property can be standardized as 1. By using the 
Marketing Comparison Approach, we need to choose other similar cases as the reference object to compare. 
Here we take the district of Kaiyue Times, ShiGuangJunYuan, PropertyCenter, HeTangYueSe and 
JiangDongWorld as our comparable market cases, which are quite similar in the effective factors.  
Take the district of Kaiyue Times for an example then modify the location effective factor. The standard value 
of location of our subject property is 1 and the evaluating rule of the location is that the less far from the 
center of the city the more valuable it is. Since the location of the district of Kaiyue Times is much a little far 
away from the center of the city than our subject property, so we can modify the location effective factor by 
0.9.  
Modify the house type. Our subject property in Panlong District is with one living room, two bed rooms, two 
bath rooms, one study room, one kitchen and two balconies which is a quite normal type whose area is 120.5 
square meters. The case in the district of Kaiyue Times is also designed similar as our subject property, but be 
decorated much more reasonable, easier living and with more bright sun shines. The area is 135 square meters. 
So we can modify the house type effective factor by 1.3.  
Modify the community. The community of our subject property in Panlong District is like the other excellent 
districts in Kunming. It is covered with green grass and trees in the forest belt. There are some body building 
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equipments and entertainment facilities for the residents. 
The nearest bus station is about one kilometer away and it is convenient to go to the urban centre. There are 
many restaurants nearby that can supply lots of delicious dishes. However, the community in the case of the 
district of Kaiyue Times has more advantages. Besides, there is a modern shopping mall surrounding it and a 
hospital not far away. So we can modify the community effective factor by 1.1.  
Modify the quality. The quality of our subject property in Panlong District is a common level and has 7 years 
history. However, the quality of the case in the district of Kaiyue Times has higher quality since the building 
only have been finished 2 years. So we can modify the quality effective factor by 1.2.  

In order to get a more appropriate price we evaluate the price of our subject property by fuzzy estimation 
method. 
The detailed valuation steps are as follows.  The valuation price of commercial house is: 
Valuation Price :{ price, location, house type, community, quality}  
The price initially used to get the valuation price is the transaction price of the cases. In this paper, we 
investigated the transaction price under the help of one real estate business agency which located in Kunming. 
We get the transaction price in the first market case of Kaiyue Times district is form 5151 to 6255 yuan per 
square meters. As is known to all, some of the commercial houses are decorated in a high grade level, some of 
them are of common level and some even are blank housing. Therefore, three typical cases in the district of 
Kaiyue Times are selected by the rank of decoration, and the interval is from 5151 to 6522 yuan per square 
meter.  
Let 

1+tP = tP ⋅ α
tL ⋅ β

tH ⋅ γ
tC ⋅ λ

tQ  
Where 1+tP = the valuation price at time t+1, tP = the price at time t. α

tL  = location affection, β
tH  = house 

type affection, γ
tC = community affection, λ

tQ  = quality affection, λγβα ,,, , stand for the multiplicative 
weight. 
The Table 5.2 showed how we get the fuzzy valuation price of our subject property.  
Table 5.2 the Valuation Price of The Commercial House in Pan long District Unit =RMB / m2 

       
Factors 

 Cases 

Pricet Location House 
type 

Community Quality Pricet+1 

Kaiyue Times [5151,6522] 0.9 1.3 1.1 1.2 [5613,7107] 
ShiGuangJunYua

n 
[4103,7338] 

1.1 0.9 0.8 0.9 
[3785,6771] 

PropertyCenter [6111,7792] 0.8 1.1 0.9 0.8 [5398,6883] 
HeTangYueSe [5250,6535] 0.6 0.8 1.2 1.1 [4637,5773] 

JiangDongWorld [5206,6263] 0.7 0.9 1.1 1.2 [4888,5880] 
Fuzzy Mode [5398,5773] 
Fuzzy Mean [4864,6483] 
 
From Table 5.2 we can find that the fuzzy mode and fuzzy mean of the valuation price. Take the first case as 
an example, from Definition 3.2, we can find that the [5151, 6522] is the transaction price of the market case 
of Kaiyue Times district.  Finally computed with the weight and the modified value of location, house type, 
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community and quality, we can get the fuzzy mean of the subject property, which is 
]7107,5613[]121.13.19.06522,121.13.19.05151[ 2.03.02.03.02.03.02.03.0 =⋅⋅⋅⋅⋅⋅⋅⋅  

As is shown in the Table 5.2 we get the fuzzy mode is [5398, 5773] and the fuzzy mean is [4864, 6483]. It is 
not difficult to find that the interval of fuzzy mode is short than the fuzzy mean. It implies that the 
probabilities of the valuation price of our subject property are more likely in the fuzzy mode interval. 
However, the fuzzy mean interval implies the lowest price which the seller can accept and the highest price 
which the buyer can supply. 
According to section 4.3we can calculate the MAEL, MAES and MAEI. The Table 5.3 shows them. 

Table 5.3 the MAEL, MAES and MAEI of the valuation price, Unit =RMB / m2 
Fuzzy Mode 
(5585;187) 

Fuzzy Mean 
(5673;809) 

       factors 
 cases 

Pricet+1 

( c; r) 
MAEL MAES MAEI MAEL MAES MAEI 

Kaiyue Times （6360;747） 775 560 1335 687 62 749 
ShiGuangJunYuan (5278;1493) 307 1306 1613 395 684 1079 
PropertyCenter (6140;742) 555 555 1110 467 67 534 
HeTangYueSe (5205;568) 380 381 761 468 241 709 
JiangDongWorld (5384;496) 201 309 510 289 313 602 
Result  444 622 1066 461 273 735 

It is easy for us seeing the result from table 5.3 that the fuzzy mode has more efficient forecasting location 
than fuzzy mean, since 444 is smaller than 461. While fuzzy mean has more efficient forecasting interval 
scale than fuzzy mode, since 273 is smaller than 622.  

11. 6. Conclusion 

Estimating the value of real estate is a wide-ranging and complex area and its evaluation involves much 
dispute. The advantage of the fuzzy statistical analyzing techniques proposed in this article lies in the way it 
handles human thought and recognition, improving on vague measurement. The presented integrated 
procedure differs from the traditional assessment method, and establishes the membership grade of evaluator’s 
weight to better capture real values. Moreover, suppose we are surveying real estate. No matter how carefully 
we read the measuring process, we can never be certain of the exact value, but we can answer with more 
confidence that the appropriate area lies within certain bounds. Though interval analysis and fuzzy set theory 
are areas of active research in mathematics, numerical analysis and computer science began in the late 1950s 
and early 1960s. The application to statistical evaluations in real estate is just beginning. 
Using fuzzy statistical analysis we can get fuzzy data which can be applied in different areas. The 
methodology which integrates the traditional valuation approach with fuzzy logic shows us how the appraisals 
can valuate a commercial house in the form of a fuzzy interval which satisfies different components of real 
transactions.  
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Abstract 
The evaluation of real estate is complex, it involves many factors, such as peoples’ utility (human subjective 

recognition) and the economic efficiency etc. In this paper we develop the traditional real estate appraisal approach 

the market comparison approach by integrating it with fuzzy estimation which reflects the imprecise and vague 

nature of human thinking. The primary main methods used are fuzzy statistical analysis, fuzzy-weighting and fuzzy 

ranking. This integrated procedure is aimed at yielding appropriate and reasonable rank and value of utility. We also 

give empirical examples to illustrate the techniques and how to evaluate the real estate. Result shows that fuzzy 

statistics with soft computing are more realistic and reasonable in the realistic evaluation. Finally certain comments 

are suggested for the further studies. 

Keywords: Fuzzy estimation, Real estate valuation, Fuzzy statistics, Fuzzy-weight  
 
 

1. Introduction 

Why do we think we have experienced such acceleration in prices of real estate in Shanghai, 
China? How are people recognizing the future values of a real estate?  Should we depend on the 
banks to recognize the real value of the property we want to purchase?   
Usually, brokers use licensed appraisers to estimate the value of a house. Moreover, the licensed 
appraisers use comparable sales and if there are not any, they have to improvise and use some 
comparable cases from similar areas. If the evaluation really gets skewed, what the licensed 
appraisers can do is use comparable cases from recent sales as close to the likeness of the 
property as possible. Because of these licensing appraisal practices the next properties sold could 
be over or under valued. How do they know the true value and how do they evaluate?  
There have been numerous literatures in the methodology of real estate valuation. David 
Mackmin(1995) showed some implications of DCF(Discounted Cash Flow) for the property 
valuation. Mats Ekelid et al. (1997) have focused on the structure and arguments in appraisal 
reports and how these have changed over time and on the treatment of different types of 
uncertainty. Christian Janssen (1999) used the regression approach to estimate the market value 
of a townhouse. Monte Carlo simulations were used to incorporate the uncertainty of valuation 
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parameters by Martin Hoesli et al. (2005). Zhen Chen et al. (2009) introduced a novel 
decision-making approach to risk assessment in commercial real estate development based on the 
ANP (Analytic Network Process) model. Patrick McAllister et al. (2009) proposed an alternative 
approach that uses pricing signals from traded cash flows to appraise the various incomes and 
costs. Hasan Sahin et al. (2009) used the CART (Classification and Regression Tree) approach to 
analyze empirically major factors that affect housing price in Istanbul, Turkey. 
All of these studies mentioned above are concerned with how to reduce the risk and uncertainty 
involved in the imprecise and vague information in the process of valuation. Risk and uncertainty 
are inherent parts of the valuation process as the price given is unable to be inclusive of all 
current and future influences on the value of the asset (Alastair Adair et al. 2009). In this paper, 
we are proposing an alternative method which uses fuzzy logic to improve the traditional way of 
valuation by more accurately reflecting the real way of human thinking. 
In practice, in the real world, the price provided in the real estate valuation report supplied by the 
valuation agency is an exact number. However, the buyer and the seller are the different 
stakeholders in the commercial transaction. The more benefits the buyer obtains the less the seller 
can earn from his/her house. Different stakeholders have different expected prices and this price 
will not be the valuation price except in some rare situations. Actually in the real world, when we 
ask the holders how many the commercial houses worth, usually they would like to show an 
interval price. In order to work on the data, we need to provide an improved fuzzy-based 
methodology in the real estate valuation which involves in the attributes of impreciseness and 
vagueness. 
There has been considerable and increasing attention paid to the idea of fuzzy logic since it was 
introduced by Zadeh as a modification of conventional mathematical Set Theory (Zadeh 1965). 
The basic aim is that vagueness and ambiguity can be described and distinguished mathematically. 
The concept of a linguistic variable was introduced as well by Bellman and Zadeh (1970). Fuzzy 
theory has been widely used a variety of authors. Arvind Verma(1997) used fuzzy logic to 
construct offender profiles since the police officers received descriptions of suspects that were 
fuzzy in nature. Nen Fon Tseng et al. (2002) applied fuzzy regression models to business cycle 
analysis. Berlin Wu et al. (2002) proposed new approaches on market research with fuzzy 
statistical analysis. Kostas Metaxiotis(2003) integrated fuzzy logic into a decision support system. 
Hong Zhang (2004) proposed the fuzzy discrete-event simulation to model the uncertain activity 
duration. Rajkumer Ohdar et al. (2004) introduced the fuzzy-based approach to measure and 
evaluate the performance of suppliers in the supply chain. Don Jyh-Fu Jeng(2006) applied fuzzy 
forecasting techniques in DNA computing. Shu Meei Ho(2006) used integrated fuzzy statistics 
analysis in the valuation of intellectual capital. Sharon M. Ordoobadi(2008) used fuzzy logic to 
evaluate advanced technologies for decision makers and provided a model based on fuzzy logic 
for decision makers to help them with selection of appropriate suppliers in 2009. 
Fuzzy logic was introduced in real estate appraisal by a great many of scholars. Fuzzy logic was 
introduced to deal with the risk and uncertainty which were poorly considered in real estate 
analysis by Peter Byrne(1995). Bagnoli and Simth(1998) introduced the theory of fuzzy logic in 
property appraisal and estimation of appropriate market value. Maurizio d’Amato(2002) applied 



5 
 

fuzzy theory to appraise property and made a comparison between this method and the most 
common statistic instruments. Marco Aure´lio Stumpf Gonza´lez(2006) improved mass appraisal 
techniques using FRBS(Fuzzy Rule-Based System) to model the real estate market and compared 
it with traditional hedonic regression model. Elli Pagourtzi et al. (2006) proposed a new 
methodology and discussed the architecture for a decision support system for real estate analysis 
based on GIS (Geographic Information System) integrated with fuzzy theory and spatial analysis. 
Eddie Chi Man Hui et al. (2009) integrated the housing indicator data such as RI (Rental Index) 
with fuzzy logic system to assist practitioners as well as investors on decision making in real 
estate investment. 
In this paper we focus on the valuation approach in real estate. We take the city of Kunming in 
Yunnan, China, as an empirical study. How to get a reasonable and realistic price of real estate is 
the major requirement for buyers, sellers and valuation practitioners.  
 
 
2. On Traditional Evaluation Techniques with Real Estate Appraisal 
There are many traditional methods to estimate the value of real estate. These include the Market 
Comparison Approach, Income Approach, Cost Approach, Hypothetical Development Method, 
and so on which can be selected for different appraisal purposes and subject properties.  
The Market Comparison Approach compares the subject property with a similar property whose 
trading date is close to the appraisal date. It then modifies some of influence factors in order to 
evaluate an objective and reasonable price or value of the real estate. The Income Approach 
evaluates the future incomes of the subject property and calculates the present value with the 
proper capitalization rate. It then takes the present value as the evaluated price. The Cost 
Approach uses the rebuilding price or reset price of the subject property and the deduction of the 
depreciation to compute objective and reasonable price or value of the subject property. The 
Hypothetical Development Method is on an assumption that the property is developed and then 
deducts the expected development costs, taxes and profits from the predicted value of the 
developed property. 
All of these methods are applied widely in the valuation of real estate. One common feature of all 
of them is that the valuation result is a specific real number. However the trade price of the 
property is not the appraisal price. The appraisal price can be quite close to the final trade price 
but will not be the same except in some occasional situations. 
Furthermore, from the seller’s perspective, he maximizes his profit by raising the price of the 
property. Similarly the buyer maximizes his utility by reducing the price of the property 
simultaneously. Obviously, both of the expected prices of seller and buyer are highly unlikely to 
be the appraisal price which is a specific real number supplied be the appraisal report. There 
exists a range which includes the expected prices of the seller and buyer. 
Therefore, we need to use fuzzy data to evaluate a reasonable range of the appraisal price which 
can satisfy both the seller and buyer. 
Just like other business, real estate has various types of value. There is bank value, tax value, 
book value and asset value. In most cases this evaluation process is designed not only for 
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financial purposes but also based on utility. Most people would be happy to pay the bank 
appraisal price because they know the real values of the property have not been considered and 
the property is worth more.  
Note that in this paper we are not talking about residential raw housing real estate. We are talking 
about homes with acreage, lake and river frontage, elevated views as well as panoramic views. 
These properties offer something unique and beneficial to the owner or buyer and therefore 
command a premium price. Nowadays it is not as time consuming as before because there are 
several websites available on the net that really help to know which location is suitable for 
investment in real estate and why. Contact to the property agents of that particular location 
through mail and send their enquires whatever in your mind or call them and ask about different 
questions of property buying, selling and renting of that area. The information may give us 
enough knowledge about that particular area’s real estate investment and we can start to get a 
good picture of the property business in that region. Before considering any location we need to 
know some things about that region. Such as: Population, Tax and ownership law, Rents of 
property, Buyer and Sellers of that particular region, Future projects and Developments, 
Temperature and Environment, Traffic convenient, Management cost.   
 
 
3. Evaluation Based on the Fuzzy Statistical Analysis 

Traditional statistics deals with a single answer or certain range of answer through sampling survey, 
but it has difficulty in reflecting people's incomplete and uncertain thought. In other words, these 
processes often ignore the intriguing, complicated and yet sometimes conflicting human logic and feeling. 
If people can use the membership function to express the degree of their feelings based on their own 
concept, the result will be closer to their real thought.  For instance, when people process a pollution 
assessment, they classify the distraction into two categories: pollution and non-pollution. This kind of 
classification is not realistic, since pollution is a fuzzy concept (degree) and can hardly be justified by 
true-false logic. Therefore, computing the information based on fuzzy logic would be more reasonable. 
Mode, mean and median are essential statistics in analyzing the sampling survey. Calvo and 
Mesiar (2001) proposed the generalized median by discussion aggregation operators closely 
related to medians and to propose new types of aggregation operators appropriate, both for the 
cardinal and ordinal types of information. But they didn’t give a realistic example. In this paper 
we present the definitions of fuzzy mode, fuzzy mean and related properties. We hope via these 
new techniques peoples’ thought can be extracted and known in a more precise way. 
If people can use the membership function to express the degree of their feelings based on their 
own choices, the result presented will be closer to real human thinking. Therefore, collecting 
information based on the fuzzy mode should be the first step to take. Since a lot of times, the 
information itself is embedded with uncertainty and ambiguity, it is natural for us to propose 
fuzzy statistics, such as fuzzy mode and fuzzy median, to fit the modern requirement.  In this 
and next section we demonstrate the definitions for fuzzy mode and fuzzy mean generalized from 
traditional statistics.   
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3.1 How to get fuzzy number 

Definition 3.1 Fuzzy Number 
Let U denote a universal set, { }niiA 1= be a subset of discussion factors on U, and Λ(Ai) be a level 

set of Ai  for i=1,2,…,n.  The fuzzy number of a statement or a term X over U is defined as: 

     ∑
=

=
n

i
AiU XIXX

i
1

)()()( µµ       (3.1) 

Where n
iii XX 1}1)(0),({ =≤≤ µµ  are set of membership functions for corresponding factor 

in{ }n
iiA 1= , and. 1)( =xI

iA   if iAx∈ ; 0)( =xI
iA  if iAx∉  If the domain of the universal set is 

continuous, then the fuzzy number can be written as： ∫ ⊆
=

UA AiU
i

i
XIXX )()()( µµ 。 

In the research of social science, the sampling survey is always used to evaluate and understand 
public opinion on certain issues. The traditional survey forces people to choose one answer from 
the survey, but it ignores the uncertainty of human thinking. For instance, when people needs to 
choose the answer from the survey which lists five choices including "Very satisfactory," 
"Satisfactory," "Normal," "Unsatisfactory," "Very unsatisfactory," traditional survey become quite 
exclusive.   
The advantages of valuation with fuzzy numbers include: (i) The valuation process becomes 
robust and consistent by reducing the degree of subjectivity of the evaluator. (ii) Self-potentiality 
is highlighted by indicating individual distinctions. (iii) It provides the evaluators with an 
encouraging, stimulating and self-reliant guide that emphasizes individual characteristics. The 
drawback is that the calculation process will be a little more complex than the conventional one. 

 

Example 3.1 The use of fuzzy number in a sampling survey about favorite tourist attractions. 
Consider a fuzzy set of favorite tourist attractions for a person as shown in Table 3.1. Note that in 
the extreme cases when a degree is given as 1 or 0, that is “like” or “dislike”, a standard “yes” 
and “no” are in a complementary relationship, as in binary logic.  Let 1A  represents for 
“favorite tourist attractions”, 2A  “dislike the tourist attractions”. 

Table 3.1 Comparing fuzzy number with integral number favorite tourist attractions  
Favorite tourist attractions  1A  2A  1A  2A  
Degree of feelings )(

1
XAµ  )(

2
XAµ  binary logic 

Jin Dian 1 0 X  
Xi Shan 0.4 0.6  X 
Ye Ya hu  0.7 0.3 X  
Stone Forest 0.8 0.2 X  
National Museum 0.3 0.7  X 
 
Based on the analysis of binary logic, we can find that he likes Jin Dian, Ye Ya hu and Stone 
Forest but dislikes Xi Shan and National Museum.  On the other hand, the fuzzy statistical result 
can be represented as: 

)(3.0)(8.0)(7.0)(4.0)(1)(1 XIXIXIXIXIX seumNationalMutStoneForesYeYahuXiShanJinDianA ++++=µ  
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)(7.0)(2.0)(3.0)(6.0)(0)(2 XIXIXIXIXIX seumNationalMutStoneForesYeYahuXiShanJinDianA ++++=µ  

This means that the person likes Jin Dian 100%, YeYahu 70%, Stone Forest with 80%. He 
dislikes XiShan 60%, dislikes National Muesum70%, and dislikes National Museum 70% of 
degree. 
Therefore, based on the binary (like or dislike) logic, we can see only the superficial feeling about 
people’s favorite tourist attractions.  With the information of fuzzy response we will see a more 
detailed data representation. 
 

3.2 How to compute fuzzy data 

Definition 3.2 Fuzzy Mode (data with interval values) 

Let U  be the universal set (a discussion domain), },,,{ 21 kLLLL L=  a set of k-linguistic 
variables onU , and { [ , ], , , 1,2, , }i i i i iFS a b a b R i n= ∈ = L  be a sequence of random fuzzy sample 
onU .  For each sample iFS , if there is an interval [a, b] which is covered by certain samples, we 
call these samples as a cluster.  Let MS be the set of clusters which contains the maximum 
number of sample, then the fuzzy mode FM is defined as  

}],[],[{],[ MSbababaFM iiii ⊂∩== . 

If  ],[ ba  does not exist (i.e. ],[ ba  is an empty set), we say this fuzzy sample does not have fuzzy 
mode.  

Example 3.2 Suppose we have the following sample: (2,5), (2,4), (2,3), (3,10), (2,3), (3,4), (3,5) Then by 

definition, the set of clusters which contains the maximum number of sample is 

{(2,5),(2,4),(3,10),(3,4),(3,5)}. Hence FM= (3, 4) 

 
Definition 3.3 Fuzzy Mean (data with interval values) 

Let U  be the universe set, and FSi=[ai,bi], i=1, 2, …, n  be a sequence of random fuzzy sample 

onU . Then the fuzzy mean is defined as ]1,1[)(
11
∑∑
==

=
n

i
i

n

i
i b

n
a

n
XE . 

3.3 How to compute fuzzy weight 

In the valuation process, people usually treat each factor with the equal weight. That is, we 
assume that the factors have the same contribution to the universe domain. However, in order to 
get a more accurate valuation, we had better use different weight, according to their contributions 
to the object, for different factor. Since then, the macro-performance valuation will reflect the real 
world situation.   
To investigate the fuzzy weight of each factor, we may use the fuzzy set theory and sampling 
survey technique. Especially, using fuzzy memberships and multiple values assignment, we can 
get an appropriate fuzzy weight for the object. Hence, let’s give a detailed process about how to 
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get fuzzy weight. 
Here, we propose the calculation process of entity fuzzy weight： 
Step1: First, determine the effective factors A = },....,,{ 21 kAAA  for the real estate appraisal 

Step2: Ask each interviewee i to give the importance of factors set with a membership ijm  

1
1

=∑
=

k

j
ijm . Let ijm  be the membership of importance of factor j for the i th interviewee 

Step3: Calculate the fuzzy weight jw  of jA  by
∑∑

∑

= =

== k

j

n

i
ij

n

i
ij

j
m

m
w

1 1

1 . 

Example 3.4 Suppose there are five experts rank the influence factors of real estate valuation, see 
Table 3.4. 

Table 3.4 Fuzzy weights of the influence factors of real estate valuation 
factors 

experts 
location  house type community  quality 

1 0.25 0.25 0.25 0.25
2 0.3 0.25 0.3 0.15 
3 0.25 0.3 0.2 0.25 
4 0.4 0.1 0.35 0.15 
5 0.3 0.1 0.4 0.2 

Total rank 1.5 1 1.5 1 
weight 0.3 0.2 0.3 0.2 

It is easy to compute that 
∑∑

∑

= =

== 4

1

5

1

5

1
1

1

k i
ij

i
i

m

m
w  = 

5
5.1  = 0.3,…, 

∑∑

∑

= =

== 4

1

5

1

5

1
4

4

k i
ij

i
i

m

m
w  = 

5
1  = 0.2. 

4. An integrated fuzzy valuation process 
Since human thought and behavior are typically vague and uncertain, analysis by traditional 
methods usually involves the following weaknesses: (a) The use of arithmetic in traditional 
questionnaires is often an over-explanation. (b) Experimental data are often overused just to cater 
to the need for apparent numerical accuracy. (c) For the sake of simplifying the evolutional model, 
the relationship between the actual condition and dynamic characteristics are neglected. That is 
why we will prefer to apply fuzzy theory to handle the questions that involve human opinion. 
 
4.1 Determination about price fuzzy distribution 
It is appropriate to apply the membership function, a more precise mathematical technique, in 
analyzing the fuzzy information. The value of the membership function, between 0 and 1, is 
derived from the characteristic function, to express the membership grade of each element in a set. 
There are many types of membership functions, such as Z- type, Λ- type, Π- type, S- type, etc, 
see Nguyen and Wu (2006).  In this research we use Λ – type membership functions.  It 
assesses the fuzzy interval of various valuations, and then calculates the fuzzy value of an 
enterprise according to appraiser’s fuzzy weighting.  
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We also use the Λ- type to reflect the value for a commercial house price distribution. That is, we 
will give the price of commercial houses into different linguistic terms, such as, high-level, 
intermediate and unfurnished. Each term will correspond to a real value, which will be 
determined by the sampling survey and fuzzy statistical analysis. 
 
4.2 The highly correlated property for the discussion factors 
After detailed discussion from the above sections, an integrated process of fuzzy valuation is 
started by fixing the crucial affection factors of the commercial house. We use the weighted 
arithmetic average instead of the geometric average. The reason is that the factors are highly 
correlated; any extreme value of a certain factor will influence the real price of the commercial 
house. Take evaluating the price of commodity house as an example.  
Suppose the factors of the valuation price are {location, house type, community, quality}. If the 
factor location is valueless, no matter the community is high and/or the other factors are high too, 
the integrated valuation will be low.  
Finally we make weighted arithmetic average to get a more appropriate valuation. That is, 
suppose the factor sets is A = },....,,{ 21 lAAA and which corresponding to the with a weight set 
w= },....,,{ 21 lwww , then the integrated Valuation Price will be  

Valuation Price= ∏
=

l

i

w
i

iA
1

 

 
4.3 The Mean Absolute Error for interval difference 
Since an interval tX  can be represented by ( )r;cX = , where c is the center of the interval and r 
is the radius of the interval. To consider the error of two intervals, we need to consider the 
difference of center as well as the difference of radius simultaneously. We propose the following 
definitions which are useful in determining the interval difference. 

Definition 4.1 (Mean Absolute Error of Interval Location, MAEL) 
Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The 

mean absolute error of interval location (MAEL) is given by ∑
=

−=
s

t
tt cc

n
LEAM

1
|ˆ|1 . 

Definition 4.2 (Mean Absolute Error of Interval Scale, MAES) 
Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The 

mean absolute error of interval scale (MAES) is given by ∑
=

−=
n

t
tt rr

n
SEAM

1
|ˆ|1 . 

Consider the interval X=[4,7]=(5.5;1.5), and the forecast intervals 1X̂ =[1,8]=(4.5;3.5) and 

2X̂ =[6,8]=(7;1) obtained by two different forecasting methods. The MAES of 1X̂ , denoted MAES1, 
is 2. The MAES of 2X̂ , denoted MAES2, is 0.5. Then 2X̂  is good forecast interval than 1X̂  from 
comparing MAES1 an MAES2.  However, since the radius of 1X̂  is larger than that of 2X̂ , the 
central point of 1X̂  is closer to the central point of X . Since the range of 1X̂  covers the range 
of the actual interval X  is more than the range of 2X̂  does. As a result, we still regard 1X̂  as 

the better forecast interval. Consequently, while considering the efficiency of the interval 
forecasting, both the two indexes should approach the real values. Hence, by combining the two 
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factors of the center and the radius of interval, we need to integrate those above definitions. 

 
Definition 4.3 (Mean Absolute Error of Interval, MAEI) 
Let }...,2,1);ˆ,ˆ(ˆ{ ntrcX ttt ==  be a sequence of predicted interval for }...,2,1);,({ ntrcX ttt == . The 
mean squared error of interval (MSEI) is given by 

∑∑
==

−+−=
n

t
tt

n

t
tt rr

n
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n
EIAM

11
|ˆ|1|ˆ|1  = MAEL+MAES 

Note that for some special purposes, we may use the Weighted Mean Absolute Error of interval, 

.2|ˆ|1|ˆ|1
2

1
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1
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t
tt instead of the MAEI. 

Example 4.2 Let X=[4,7]=(5.5;1.5) be the real interval, Ŷ =[1,8]=(4.5;3.5) and Ẑ =[6,8]=(7;1) be 
the forecasting intervals obtained by two different forecasting methods. It is easy to calculate  

MAEL of Ŷ = 1, MRES of Ŷ =2, MAEI of Ŷ =3, and 

MREL of Ẑ = 1.5, MRES of Ẑ = 1.5, MAEI of Ẑ =3  

That is Ŷ has more efficient forecasting location than Ẑ . While Ẑ has more efficient forecasting 
interval scale than Ŷ . However they have the same MAEI.  

 

Example 4.3 Let the interval time series be 1X =[4,6]=(5;1), 2X =[5,8]=(6.5;1.5), the predicted 

intervals are 1X̂ =[2.8,5.4]=(4.1;1.3) and 2X̂ =[3.8,7.8]=(5.8;2). Then  

MAEL= 8.02/|)8.55.6||1.45(| =−+− . 

MRES = 2/|)25.1||3.11(| −+− = 0.4 

MAEI = 0.8+0.4=1.2  

5. A Case Study on the Commercial House in Kunming (China) 
In this section we present a case which shows how to valuate the price of real estate in Kunming 
by fuzzy estimation method. The fuzzy valuation process is as follows: 
(1) Decide the influence factors which are of importance for the valuation price of commercial 
house. 
(2) Apply the fuzzy ordering method to calculate the weights 1 2{ , ,..., }kw w w . 
(3) Collect information of the similar property case and then use the Marketing Comparison 
Approach to modify the value of location, house type, community and quality of the cases. 
(4) Investigate the transaction price of commercial house which located in different district. In 
generally, five cases are possible. 
(5) Compute the fuzzy mode and fuzzy mean in order to get the valuation price of our subject 
property. 
As is mentioned before, the most important effective factors of the commercial house valuation 
price are location, house type, community and quality. 
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The weights of location, house type, community and quality have been calculated in the section 
of 3.3. 
Table 5.1 is the result of the surveys for weights with respect to the effective factors  

Table 5.1 the weights of Commercial house 
factors location house type community quality 
w 0.3 0.2 0.3 0.2 

 
We use the Marketing Comparison Approach to choose some of the similar cases which depend 
on the most important effective factors which we will show later. Then the fuzzy estimation 
method will be applied to obtain the predicted value of our subject property. In this paper we 
suppose the appraisal purpose is to get the current market price of our subject property for the 
trader. 
Generally, the effective factors of estimated value of a commercial home include: location, house 
type, community and quality. Take the commercial house in Panlong District as our subject 
property, so the value of location, house type, community and quality of the subject property can 
be standardized as 1. By using the Marketing Comparison Approach, we need to choose other 
similar cases as the reference object to compare. Here we take the district of Kaiyue Times, 
ShiGuangJunYuan, PropertyCenter, HeTangYueSe and JiangDongWorld as our comparable 
market cases, which are quite similar in the effective factors.  
Take the district of Kaiyue Times for an example then modify the location effective factor. The 
standard value of location of our subject property is 1 and the evaluating rule of the location is 
that the less far from the center of the city the more valuable it is. Since the location of the district 
of Kaiyue Times is much a little far away from the center of the city than our subject property, so 
we can modify the location effective factor by 0.9.  
Modify the house type. Our subject property in Panlong District is with one living room, two bed 
rooms, two bath rooms, one study room, one kitchen and two balconies which is a quite normal 
type whose area is 120.5 square meters. The case in the district of Kaiyue Times is also designed 
similar as our subject property, but be decorated much more reasonable, easier living and with 
more bright sun shines. The area is 135 square meters. So we can modify the house type effective 
factor by 1.3.  
Modify the community. The community of our subject property in Panlong District is like the 
other excellent districts in Kunming. It is covered with green grass and trees in the forest belt. 
There are some body building equipments and entertainment facilities for the residents. 
The nearest bus station is about one kilometer away and it is convenient to go to the urban centre. 
There are many restaurants nearby that can supply lots of delicious dishes. However, the 
community in the case of the district of Kaiyue Times has more advantages. Besides, there is a 
modern shopping mall surrounding it and a hospital not far away. So we can modify the 
community effective factor by 1.1.  
Modify the quality. The quality of our subject property in Panlong District is a common level and 
has 7 years history. However, the quality of the case in the district of Kaiyue Times has higher 
quality since the building only have been finished 2 years. So we can modify the quality effective 
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factor by 1.2.  
In order to get a more appropriate price we evaluate the price of our subject property by fuzzy 

estimation method. 
The detailed valuation steps are as follows.  The valuation price of commercial house is: 
Valuation Price :{ price, location, house type, community, quality}  
The price initially used to get the valuation price is the transaction price of the cases. In this paper, 
we investigated the transaction price under the help of one real estate business agency which 
located in Kunming. We get the transaction price in the first market case of Kaiyue Times district 
is form 5151 to 6255 yuan per square meters. As is known to all, some of the commercial houses 
are decorated in a high grade level, some of them are of common level and some even are blank 
housing. Therefore, three typical cases in the district of Kaiyue Times are selected by the rank of 
decoration, and the interval is from 5151 to 6522 yuan per square meter.  
Let 

1+tP = tP ⋅ α
tL ⋅ β

tH ⋅ γ
tC ⋅ λ

tQ  
Where 1+tP = the valuation price at time t+1, tP = the price at time t. α

tL  = location affection, 
β
tH  = house type affection, γ

tC = community affection, λ
tQ  = quality affection, λγβα ,,, , stand 

for the multiplicative weight. 
The Table 5.2 showed how we get the fuzzy valuation price of our subject property.  
Table 5.2 the Valuation Price of The Commercial House in Pan long District Unit =RMB / m2 

       
Factors 

 Cases 

Pricet Location House 
type 

Community Quality Pricet+1 

Kaiyue Times [5151,6522] 0.9 1.3 1.1 1.2 [5613,7107] 
ShiGuangJunYua

n 
[4103,7338] 

1.1 0.9 0.8 0.9 
[3785,6771] 

PropertyCenter [6111,7792] 0.8 1.1 0.9 0.8 [5398,6883] 
HeTangYueSe [5250,6535] 0.6 0.8 1.2 1.1 [4637,5773] 

JiangDongWorld [5206,6263] 0.7 0.9 1.1 1.2 [4888,5880] 
Fuzzy Mode [5398,5773] 
Fuzzy Mean [4864,6483] 
 
From Table 5.2 we can find that the fuzzy mode and fuzzy mean of the valuation price. Take the 
first case as an example, from Definition 3.2, we can find that the [5151, 6522] is the transaction 
price of the market case of Kaiyue Times district.  Finally computed with the weight and the 
modified value of location, house type, community and quality, we can get the fuzzy mean of the 
subject property, which is 

]7107,5613[]121.13.19.06522,121.13.19.05151[ 2.03.02.03.02.03.02.03.0 =⋅⋅⋅⋅⋅⋅⋅⋅  

As is shown in the Table 5.2 we get the fuzzy mode is [5398, 5773] and the fuzzy mean is [4864, 
6483]. It is not difficult to find that the interval of fuzzy mode is short than the fuzzy mean. It 
implies that the probabilities of the valuation price of our subject property are more likely in the 
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fuzzy mode interval. However, the fuzzy mean interval implies the lowest price which the seller 
can accept and the highest price which the buyer can supply. 
According to section 4.3we can calculate the MAEL, MAES and MAEI. The Table 5.3 shows 
them. 

Table 5.3 the MAEL, MAES and MAEI of the valuation price, Unit =RMB / m2 
Fuzzy Mode 
(5585;187) 

Fuzzy Mean 
(5673;809) 

       factors 
 cases 

Pricet+1 

( c; r) 
MAEL MAES MAEI MAEL MAES MAEI 

Kaiyue Times （6360;747） 775 560 1335 687 62 749 
ShiGuangJunYuan (5278;1493) 307 1306 1613 395 684 1079 
PropertyCenter (6140;742) 555 555 1110 467 67 534 
HeTangYueSe (5205;568) 380 381 761 468 241 709 
JiangDongWorld (5384;496) 201 309 510 289 313 602 
Result  444 622 1066 461 273 735 

It is easy for us seeing the result from table 5.3 that the fuzzy mode has more efficient forecasting 
location than fuzzy mean, since 444 is smaller than 461. While fuzzy mean has more efficient 
forecasting interval scale than fuzzy mode, since 273 is smaller than 622.  

6. Conclusion 

Estimating the value of real estate is a wide-ranging and complex area and its evaluation involves 
much dispute. The advantage of the fuzzy statistical analyzing techniques proposed in this article 
lies in the way it handles human thought and recognition, improving on vague measurement. The 
presented integrated procedure differs from the traditional assessment method, and establishes the 
membership grade of evaluator’s weight to better capture real values. Moreover, suppose we are 
surveying real estate. No matter how carefully we read the measuring process, we can never be 
certain of the exact value, but we can answer with more confidence that the appropriate area lies 
within certain bounds. Though interval analysis and fuzzy set theory are areas of active research 
in mathematics, numerical analysis and computer science began in the late 1950s and early 1960s. 
The application to statistical evaluations in real estate is just beginning. 
Using fuzzy statistical analysis we can get fuzzy data which can be applied in different areas. The 
methodology which integrates the traditional valuation approach with fuzzy logic shows us how 
the appraisals can valuate a commercial house in the form of a fuzzy interval which satisfies 
different components of real transactions.  
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