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Abstract

The core of the counterfactual model of causality (CMC) is simple. To argue 
that D is the cause of Y, we must ask What would Y have been if D were not the 
case?   In other words, we should not rely solely on the observed regularities to 
infer causality. Instead, researchers need to compare the realized outcome (i.e. 
factual) with its potential outcome (i.e. counterfactual). This potential outcome model 
forces us to explicitly state and make operational the counterfactual with a clear 
implication of what should be controlled or compared. This has been developed into 
a unifi ed framework for causal inference based on randomized experiments, quasi-
experiments, natural experiments, as well as non-experimental observational studies. 
This recent trend is indeed exciting for social science research targeted to address 
cause-and-effect questions and yet impossible or diffi cult to conduct lab experiments. 
CMC stimulates a new wave of reexamination of more traditional concepts and 
methods of causal inference in social science research. 

Key words:  causal inference, observational study, counterfactual model of 
causality, evaluation research, treatment effects model with nonrandom 
assignment, endogenous treatment.




