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The article considers the variables process control scheme for cascade processes. We construct variable
sample sizes and sampling intervals (VSSI) control charts to effectively monitor the input variable and
the output variable produced by a cascade process. The performance of the proposed VSSI control charts
is measured by the adjusted average time to signal derived by a Markov chain approach. An example of
the metallic film thickness of the computer connectors system shows the application and the perfor-
mance of the proposed VSSI control charts in detecting shifts in means of the cascade process. Further-
more, the performance of the proposed VSSI control charts and the fixed sample sizes and sampling
intervals control charts are compared by numerical analysis results. These demonstrate that the former
is much faster in detecting small and medium shifts. The optimum VSSI control charts are also proposed
using optimization technique when quality engineers cannot specify the values of the variable sample
sizes and sampling intervals. It has been found that the optimum VSSI control charts work and are thus
suggested whenever quality engineers cannot specify the values of variable sample sizes and sampling
intervals. Furthermore, the impacts of misusing Shewhart charts to monitoring the process means on

the cascade process are also investigated.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Control charts are important tools in statistical quality control
and are used to effectively monitor a process if it is in-control or
out-of-control. However, even though Shewhart (1931) X control
charts are used to monitor a process by taking samples of equal
size at a fixed sampling interval (FSSI), they are usually slow in sig-
naling small to moderate shifts in the process mean. Consequently,
in recent years several alternatives have been developed to im-
prove the performance of X control charts. One of the useful ap-
proaches to improve the detecting ability is to use a variable
sample sizes and sampling intervals (VSSI) control chart instead
of the traditional FSSI. Whenever there is some indication that a
process parameter may be changed, the next sampling interval
should be shorter and the sample size should be larger. On the
other hand, if there were no indication, then the next sampling
interval should be longer and the sample size should be smaller.

The exponential weighted moving average (EWMA) control
chart is an effective alternative to the Shewhart control chart when
small process shifts are of interest. Some properties of EWMA con-
trol schemes have been discussed (see Tagaras (1998)). Very little
work has been down on VSSI EWMA control charts for monitoring
process mean. The properties of EWMA charts with variable sam-
ple sizes and sampling intervals were studied by Reynolds and
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Arnold (2001), Park, Lee, and Kim (2004). Tagaras (1998) reviewed
the literature on adaptive control charts.

However, these articles assume that there is only a single pro-
cess step, whereas many products are currently produced in the
cascade process. Consequently, it is not appropriate to monitor
the cascade process by utilizing a control chart for each quality var-
iable. Zhang (1984) proposed the simple cause-selecting control
chart to control the specific quality by adjusting the effect of input
quality variable (X) on output quality variable (Y) since the input
quality variable influences the output quality variable on the cas-
cade process. The cause-selecting values (e) are Y minus the effect
of X, and the cause-selecting control chart is constructed accord-
ingly. Wade and Woodall (1993) reviewed and analyzed the
cause-selecting control chart and examined the relationship be-
tween the cause-selecting control chart and the Hotelling T? con-
trol chart. In their opinion the cause-selecting control chart
outperforms Hotelling T? control chart since it is easy to distin-
guish whether the last step of the cascade process is out-of-control.
Therefore, it seems reasonable to develop variables control
schemes to control the cascade process. Yang (1998) designed
the X and cause-selecting control charts to monitor the dependent
process steps with minimal process cost using renewal equation
approach. Yang and Chen (2003) proposed monitoring approach
for dependent process steps with Weibull shock model. Yang
(2005) addressed the control approach for dependent steps with
over-adjusted means. Yang and Yu (2009) proposed VSI EWMA
charts to monitor dependent process steps. However, the
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properties of the VSSI control charts used to control the small shift
in process means on the cascade process have not yet been dis-
cussed. Therefore, a need to study the performance of the joint VSSI
EWMA control charts on the cascade process has arisen. In this pa-
per, the joint VSSI EWMA control charts are proposed to control the
process means on the cascade process. In the next section, the per-
formance of the proposed EWMA control charts is measured by the
adjusted average time to signal (AATS) by a Markov chain ap-
proach. Finally, we use an example of computer connectors system
to show the application of the proposed EWMA control charts. We
also compare the performance between the VSSI EWMA control
charts and FSSI EWMA control charts. In case the variable sample
sizes and sampling intervals cannot be specified the optimum VSSI
EWMA control charts should be used. Furthermore, engineers may
not know the using of cause-selecting control charts correctly. The
impacts of misusing Shewhart Zy and Z; charts to monitoring the
process means on the cascade process are also investigated.

2. Description of the joint VSSI EWMAZR and EWMA;, control
charts

Consider a cascade process controlled by the joint VSSI EWMAz
and EWMA;, control charts. Let X be the measurable input quality
variable on the first step of the cascade process. Assume further
that this process starts in a state of statistical control, that is, X fol-
lows a normal distribution with the mean at its target value, p,,
and the standard deviation at its target value oy. Let Y be the mea-
surable output quality variable on the second step of the cascade
process, and follow a normal distribution conditional on X. Since
the two steps are dependent, and Y is affected by X, following
Wade and Woodall (1993), the relationship between Y and X is
generally expressed as

YilXi =f(Xi) +&, i=1,2,3,....m (2-1)
where ¢ ~ NID(0, 6%). Let Y represent Y|X. If the function f( -) i
known, the values of the standardized error term & =Y=%) are

called the cause-selecting values since they are the values of Y; ad-
justed for the effects of X;. In practice, the true function f(X;) is usu-
ally unknown and thus must be estimated using the data of the
1n1t1al m samples of size one. Thus the estimate for f(X;) will be

Y The residuals, e; = Y; — Y ~ NID(0, 6%). The standardized residu-
als e; = ;i are called the cause-selecting values.

In our study the chosen sample size is variable, not one again,
and taken from the end of the last step of the cascade process;
when the process steps are all in-control, the standardized sam-
ples, Zz and Z; are

Zy =5 UN@©1), 121,23, m=123, ..., and
B Vg

Zi =" He UN(©1), i=1,2,3,..., m=1,23,... (2-2)
Vig

Assume that the first step is subject to the special cause 1 such that

the mean of X; shifts from p, to p, + 010x/+/Mq(6170) and the var-

iance is unchanged; and the second step is subject to the special

cause 2 such that the mean of ¢ shifts from 0 _to d,0./,/M4(6,7#0)

and the variance is unchanged. That is, Zy,; = %/ ~ N(é;,1) and/
Vg

_ ng
or Zs; = eﬂﬁ ~ N(d,,1) for out-of-control cascade process. The

out- of—control distribution of Zg- or Z will be adjusted to in-control
state, once one true signal is obtamed from the proposed control
charts. Let Ty; be the time until the occurrence of special cause i,
where i = 1,2, and follow an exponential distribution with the prob-
ability density function

ft) =7y;exp(=yt) tei >0,i=1,2 (2-3)

where 1/y; is the mean time that the step i of the cascade process
remains in a state of statistical control.

The EWMAZX and EWMA;, control charts are constructed to
detect the small shifts in process means faster. Thus, we need to
derive the distributions of the statistics EWMAZX and EWMA;,

EWMAz,, = i1Zy + (1 - J1)EWMAz, .

M e
N<0’ﬂ> if i — o0
EWMA;,, = 22Ze + (1 — 72)EWMA; i=12,...,

where EWMAz,, ~

ei-17

where EWMA,,, ~ N(O,%) if i — oo (2-4)
— A2

An in-control state analysis for the joint VSSI EWMAz and
EWMA;, control charts is performed since the shifts in the mean
on the cascade process do not occur when the process is just start-
ing, but occur at some time in the future. The samples EWMAz and
EWMAg, are plotted on the joint VSSI EWMAZ, and EWMA, control
charts with warning limits of the form twz and +Wwyz,, and control
limits of the form ikzi and +kz,, respectively, where 0 < wz, < kZY
and 0 < wy, < kg, (see Fig. 2.1).

The search for the special cause 1 and adjustment in the first step
is undertaken when the sample EWMAZY falls outside the interval

<szi, /ﬁ, ke zil;.l)- that is when the EWMA;_ chart produces a

true signal. The search for the special cause 2 and adjustment in
the last step is undertaken when the sample EWMA;, falls outside
the interval (kzé \/%, —kz, \/%) that is when the EWMA;, chart
produces a true signal. For a discontinuous process, the cascade pro-
cess is stopped to search for the special causes and adjustment after
a true signal is obtained from the proposed control charts, and the
process is brought back to an in-control state.

The position of the current sample in each control chart con-
structs the sampling interval of the next sample.

We divide the joint VSSI EWMA;_ and EWMA;, control charts
into the following three regions.

(central region)
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the central regions, then the next sampling interval should be long
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UCLEWMAZ} =k,
UWLewma, =w,_ 7\'1
X V2=,
CLewma, =0
X
LWLewma, = W,

LCLEWMAZ} =—k,

(1) EWMA, chart

UCLewma, = kz—,
UWLewma, =w,.
CLewma, =0
LWLewma, =—-w, KZ
¢ “\2-A4,
LCLewma, =—k, )\‘2
e “\2-A,

(2) EWMA, chart

Fig. 2.1. The control limits of VSSI EWMAZX and EWMA;, control charts.

within the central region but another fell within the warning re-
gion, then the next sampling interval should be median (t;) and
the sample size should be median (n,). If all samples fell within
the warning regions, then the next sampling interval should be
short (t;) but the sample size should be large (n,).

The relationship between the next sampling interval (t;,q =
1,2,3) and the position of the current samples is expressed as
follows.

(t37n3) if Z € IZ— Zgl S 12817

(to. 1) = (ty,ny) if ZX’_ € IZYz’ Z €1z, 25)
o (ta,mp) if Zg €1z, Zo €1z,
(tl,nl) if Z)*(]_ S 12;2, Zei S Izéz

The first sample size and sampling interval taken from the process
when it is just starting is assumed chosen randomly. When the pro-
cess is in control, all sample sizes and sampling intervals, including
the first one, should have a probability of p,, of being (t3,n3), a prob-
ability of py, + pg; of being (t2,n,), and a probability of py, of being
(t1,n1), where S, pg; = 1, oy Doz, Pos and po, are given by

Pl

1 [ 7
—_2, ‘EWMAZ;J < kz),( m, 5] = O)

2

P (EWMAZE < Wz” ‘|EWMA26 < ch ‘ [ ) ()2 0)
_(2P(wWz) -1\ 2d(wz,) - 1 6
B 20(kz,) —1 ) \20(kz,) - 1 (2-6)
l / M
Doz = P(|EWMAZX| < WZ} ). ,01 = O)
( kz” [5—— < EWMAz, < Wy, / or Wz, 4 / ;
-2
< EWMA,, < kZm/ |EWMAZE\ < kz”/ ) 0y = 0)

(20(wz) -~ 1)- <24>(kz@> ~20(wy,))
@20(k;) — 1)2%(kz,) — 1)

Do1 =P <|EWMAZX| < Wz

Doz = ( kz_,/ < EWMAZ_ < wz_,/ or Wz
— )q - )q
EWMA;. < AL EWMA k A5 20
< 7. < Kz, 2—/11| z;|< 7 2= 1=
<|EW1\/IAZE < Wz, ' |5 ‘|EW1VIAZl3 < kze 0)

(2¢(WZ 2¢ kz 247 er ) P
(2@(kz )— NR2b(k,)—1)  *

DPos = ( kZ—U ) < EWMAZ_ < —Wz,
M
EWMA;_ < | A EWMA k A 50
< ze < kze\J5— 7 || 7l <ke\[7 =701 =
( kz”/ < EWMAz, < —wg, ,/ Or Wgz,
— /Lz — /L2
<EWMA;, <kz[5 / ‘|EWMAZ | <kz /5 / ,52 =0

(20(kz) = 2D(Wz)\ (2(kz,) — 2(W3,)
= D(kz ) — 1 ( 20(kz,) — 1) )

To facilitate the computation of the performance measures,
Wz, kzi,wze and k, will be specified with the constraint that the
probability of a sample falling in the central region is same for both
the EWMAz_ and EWMA;, charts when the process is in-control.
Thus,

or Wz )
—

P,([EWMA, | < Wy [[EWMA, | < k;_,61 = 0)- = P,([EWMA,|

< Wy, |[EWMAz,| < kz,,6, = 0) (2-7)

implying, Wz =Wz, =W, kz, =kz, =kand 4 =2 =/
Ifti=t,=t;3=tp then the joint VSSI EWMAZ, and EWMA;,

charts reduce to the joint EWMAz. and EWMA,, charts with VSSs
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(ng,to). If ny =ny, =n3 =ne then the joint VSSI EWMAZ and
EWMA;, charts reduce to the joint EWMAZ, and EWMA;, charts
with VSIs (no,tq) If WZ— =Wz, = 0 ti1 =t = t3 to and n =np;=
ns = ng, then the joint VSSI EWMAZ, and EWMA;, charts reduce
to the joint EWMAZ, and EWMA, charts with FSSI (no, to).

t:P(EWMAz €Iz |61 = 0,6, = 0)P(EWMA,, , € Iz,,|61 = 0,6, = 0)
+ 6P(EWMAz, €Iz |61 = 0,0, = 0)P(EWMA,, , € Iz,|61 = 0,4,

+ P(EWMAz, €l |61=0,6, = O)P(EWMAZH €l [0 =0,0, =
+ 6 P(EWMAz, € Iz_|01 = 0,6, = 0)P(EWMAy,, , € Iz,,|61 = 0,0, =

foP( k\/z_ <EWMAZ,7 <k\/ ‘()1 O 0y = )
[ A A
P(—k < EWI\dIL‘ZEx 1 I ﬁ'él = 07 52 = O)

3. Comparison of control charts

Sampling schemes should be compared under equal conditions;
that is, VSSI and FSSI schemes should demand the same average
sample size and average sampling interval under the in-control
period. That is,

E[anEWMAz)_(\ < k,|[EWMAz,| < k,61 =0,0;, =
E[tqHEWMAz)_(l < k, ‘EWMAZE‘ < k761 = 07 0

0] = no (3-1)
= 0] =t (3-2)

Based on Eq. (3-1), the following equation can be formulated as

where
A =m 72n2+n3
By = —ny + 2n,@(k) + ny — 2n3 @ (k)

C1 = —[ng(2P(k) — 1)* — ny + 4ny d(k) — 4ns(d(k))?]

Based on Eq. (3-2), the following equation can be formulated as

=0)
0)
0)

Simplifying,

AD(W)2[t; — 2t + 1] + 4D(W)[—t3 + 2t D(k) + t,
—to(2P(k) — 1)* + t5 — 4, D(k) + 4t (P(k))* =

— 2t 90(k)]

where @(-) denotes the standard normal cumulative function.

~0,0,=0)

=0,5,=0)
=0,5,=0)

1PEWMA | € lown,_ |31 = 0,6, = OPEWMAZ, ., € Irunan,, |61
+12P(EWMAy | € lewn,_ |61 = 0,52 = OP(EWMAL, ., € Inwnan, |61
+1P(EWMAZ, | € Iowun,_ |01 = 0.5, = 0)P(EWMAL, ., € lown,, |91
+MPEWMAZ | € lowun,_ |61 = 0,5, = 0)P(EWMAL,  , € lowng, |61 = 0.0, = 0)

A
=noP (—k 57 < EWMAZ}_H <k

(lq/ - <EWMA,, , <k

m|5] = 07 62 = 0)
Simplifying,

AP(W)2 [y — 20y + N3] + 4D(W)[—ny + 2n, D(k) + ny — 2n3P(k)]
—to(2@(k) — 1)* + ny — 4ny d(k) + 4nz(d(k))* =

where @¢(-) denotes the standard normal cumulative function.
It follows

—4B; + \/16B% — 16A,C;

f)\(x —0,52—0>

The warning limit is

o {-4}32 +,/16B% — 16A,C;
w =

84, (3-4)

where
Ay =t3 -2t + 1
B, = —t3 + 2t2d§(k) +ty — 2t @(k)

Co = —[to(2D(k) — 1)* — t5 + 4t (k) — 4t; (P(K))’]

4), t; can be obtained by the following

w= A (3-3)
From Egs. (3-3) and (3-
formula:

- —4(d(W))* (=26 + t1) — 4DW) 2D (K)ty + by — 2B(K)t1) + to(2P(k) — 1)° + 4B(k)t; — 4(P(K))*ty

4(d(w))? — 4d(w) + 1

(3-5)
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However, to obtain w and let 0 <w <k, the constraints
O<m<n<n<n<oo and I<tj<t<tg<tz3<oo are
required. Thus, the warning limit can be obtained by using Eq.
(3-3) and choosing a combination of the three specified,
(n1,n2,n3) and ng or Eq. (3-4) and choosing a combination of the
specified (t;,ts,t3) and to.

In this paper, the VSSI scheme is compared with the FSSI scheme
and one adaptive control scheme was considered to be better than
another when it allows the joint VSSI EWMAZY and EWMA;, charts
to detect changes in mean of the cascade process faster.

4. Performance measurement

The speed with which a control chart detects process shifts
measures the chart’s statistical efficiency. For a VSSI, the detection
speed is measured by the average time from either mean shifting
until either EWMAZ; and EWMA;, charts or both signal, which is
known as the AATS. That is, the AATS is the mean time that the pro-
cess remains out of control.

Since Tsq;  ~ exp(—y;t),t > 0,i = 1,2, the occurrence time, Ty,
until the first special cause occurs is

T(]) ~ exp(”/] + VZ) where T(]) = min(ng,Tgcz)
Hence,
1

AATS = ATC — ——
Y1+ 72

(4-1)

The average time of the cycle (ATC) is defined as the average
time from the start of a process until a true signal is obtained
from the proposed charts and the out-of-control step 1 and/or
step 2 are correctly adjusted. The ATC is the sum of the average
in-control time and average out-of-control time (see Duncan
(1956)). The Markov chain approach is applied to compute the
ATC due to the memory-less property of the exponential distri-
bution. Thus, at each sampling, one of the 28 states is assigned
based on whether the process step is in-control or out-of-control
and the position of samples (see Table 4.1 for the 28 states of

Table 4.1
Definition of 28 process states.

the process). The status of the process when the (i + 1) sample
is taken, and the position of the i sample on the joint EWMA;_
and EWMA;, charts define the transition states of the Markov
chain. The joint VSSI EWMAZX and EWMA;, charts produce a sig-
nal when at least one of the samples falls outside its control lim-
its. When the true signal comes from the out-of-control step i,
then the step will be adjusted, i=1,2. However, the in-control
step i will not be adjusted and continued when the signal is
false, i=1,2. The transition situation among the states is de-
scribed as follows.

If the current state is any one of the States 1-4 then the in-
control cascade process will not be adjusted and the state may
transit to any one of the States 1-28 after sampling time interval
t; and adopting the sample of size ng,q =1,2,3. If the current
state is any one of the States 5-8 then it may transit to any
one of the States 13-16, 19-23 and 26-28 after sampling time
interval t, and adopting the sample of size ng,q =1,2,3. States
9-12 are similar to States 5-8. If the current state is any one of
the States 13-16 then it may transit to any one of the States
22-23 and 26-28 after sampling time interval t; and sample size
ng,q = 1,2,3. If the current state is State 17, it indicates at least
one false signal comes from the in-control cascade process then
the process is not adjusted and continued, and it instantly
becomes any one of the States 1-4 with probability
Pi7-,j=1-4, and Z}‘:]Pw:j = 1. Any one of the States 1-4 thus
transits to any one of the States 1-28 after a sampling time inter-
val t; and sample size ng,q = 1,2,3. States 18 and 19 are similar
to State 17. If the current state is any one of the States 20-23,
then it instantly becomes any one of the States 5-8. Any one of
the States 5-8 thus transits to any one of the States 5-8, 13-
16, 19-23 and 26-28 after a sampling time interval t; and sample
size ng,q = 1,2, 3. If the current state is any one of the States 24-
27, then it instantly becomes any one of the States 9-12. Any one
of the States 9-12 thus transits to any one of the States 9-12, 18
and 24-28 after a sampling time interval t; and sample size
ng,q =1,2,3. Based on Markov chain properties, all states may
be classified into transient states and absorbing state. If the

State Does SC1 The location of sample Is an alarm in the Does SC2 The location of sample Is an alarm in the Transient state or
occur? statistic EWMA;_ first step? occur? statistic EWMAz, second step? absorbing state?

1 No Tewma,_ No No IEWMAZ“ No Transient state

2 No Tewma,. No No Tewma,,, No

3 No Tewna, No No Tewnn,, No

4 No Tewma, No No Tewmay, No

5 Yes Tewma, No No Tewma,, No

6 Yes IEWMA; ! No No IEWMAZ: No

7 Yes [ No No Iewnny, No

8 Yes Tewma, No No Tewmay, No

9 No IEWMAZiZ No Yes IEWMAZg X No

10 No Tewma,. | No Yes Iewma,,, No

11 No [— No Yes Iewna,,. No

12 No Tewnas. No Yes Tewma,,, No

13 Yes Tewma,. No Yes Tewway,, No

14 Yes Tewma, | No Yes Tewmay, No

15 Yes Tewma, | No Yes Tewna,, No

16 Yes Tewma,... No Yes Tewma,,, No

17 At least one false alarm under the in-control process

18 No Tewma,. Yes (false alarm) Yes IEWMAZE3 Yes (true alarm)

19 Yes IEWMAZB Yes (true alarm) No IEW,\,,AZQ3 Yes (false alarm)

20 Yes IE‘,\/,\,,A;3 No No IEWMAZ% Yes (false alarm)

21 Yes IEWMAZ)_“ No No IEWMAZ;3 Yes (false alarm)

22 Yes IEWMA; No Yes IEWMAz” Yes (true alarm)

23 Yes IEWMA,f No Yes IE‘W,A,&3 Yes (true alarm)

24 No IEWMA; Yes (false alarm) Yes IEWMAZ“ No

25 No Tewma,. Yes (false alarm) Yes IEWMAZgz No

26 Yes Tewma,_ Yes (true alarm) Yes [EWMA/M No

27 Yes Tewma,. Yes (true alarm) Yes Iewma,, No

28 True alarms on procéss steps 1 and 2 “ Absorbing state
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Table 5.1

EWMAZ7 and EWMA;, values for the samples 1 ~ 41.

Sample no. Xi Ze EWMA;_ e Z EWMA;_
1 209.2 —1.847 —0.092 -0.295 —0.686 —0.034
2 211.0 1.451 —-0.015 0.484 1.125 0.024
3 210.0 —0.381 -0.033 0.340 0.790 0.062
4 210.6 0.718 0.0041 0.066 0.154 0.067
5 2104 0.352 0.022 0.158 0.366 0.082
6 2104 0.352 0.038 —0.642 —1.493 0.003
7 210.2 -0.015 0.035 0.049 0.113 0.009
8 209.8 —0.748 —0.004 —0.569 —1.322 —0.058
g 209.8 —0.748 —0.041 0.631 1.467 0.018
10 2104 0.352 —0.021 —0.042 —0.099 0.012
11 210.2 -0.015 —0.021 -0.351 -0.816 -0.029
12 211.2 1.8185 0.071 —0.007 -0.017 —0.029
13 210.0 -0.3815 0.048 —0.260 —0.604 —0.057
14 2104 0.352 0.064 —0.242 —0.563 —0.083
15 2114 2.185 0.170 0.102 0.236 —0.067
16 210.8 1.085 0.215 —0.225 —0.522 —0.089
17 209.6 -1.114 0.149 0.922 2.143 0.022
18 210.0 -0.381 0.122 —0.060 —0.139 0.014
19 209.6 -1.114 0.061 0.322 0.749 0.051
20 210.8 1.085 0.112 —0.425 —0.987 —0.001
21 210.0 -0.381 0.087 —0.260 —0.604 —0.031
22 209.0 -2.214 —-0.028 —0.204 -0.474 —-0.053
23 209.8 —0.748 —0.064 0.431 1.002 —0.001
24 210.0 -0.381 —0.080 0.740 1.719 0.085
25 210.6 0.718 —0.040 —0.934 —2.169 —0.027
Monitored sample no. X; Zs: EWMA;_ e Z5 EWMA;z_
26 211.2 1.818 0.053" —0.607 —-1.411 —0.097 '
27 212 3.284 0.215 0.428 0.995 —0.042
28 211 1.451 0.277 0.484 1.125 0.016
29 212 3.284 0.427 1.228 2.855 0.158
30 210.2 -0.015 0.405 1.049 2.4375 0.272
31 209.2 —1.847 0.293 —0.095 —-0.222 0.248
32 210.6 0.718 0.314 1.666 3.872 0.429
33 209.6 -1.114 0.243 —0.678 —1.575 0.329
34 2104 0.352 0.248 0.558 1.296 0.377
35 209.8 —0.748 0.198 0.631 1.467 0.431
36 209.8 —0.748 0.151 —0.169 -0.392 0.390
37 2104 0.352 0.161 0.358 0.831 0.412
38 210.2 -0.015 0.152 -0.751 —1.745 0.304
39 208.8 —2.580 0.015 -0.913 -2.121 0.183
40 2104 0.352 0.032 —0.842 —-1.957 0.076
41 209 —-2.214 —0.080 —0.004 —0.009 0.072

current state is any one of the States 1-27, then it may transit to
other state. Hence, States 1-27 are transient states. State 28 is
reached when at least one true signal is obtained from the cas-
cade process. State 28 cannot transit to any other states, hence
it is an absorbing state.

Denote P be the transition probability matrix, where P is a
square matrix of order 28. Let P;j(tq,n,) be the transition prob-
ability from the prior state i to the current state j with sam-
pling interval t;, and sample size n;, where t; and nq are
determined by the prior state i, i=1,2,...,28, j=1,2,
...,28, q=1,2,3. The transition probability, for example, from
State 1 to State 4 with sampling interval t; and sample size

ns is calculated as
or W\/—}'
2-
or wy/ ;
2

Pia(ts,ns) = et . e728

[ A A
-P|—k m<EWMAZX<—w 57

< EWMAZX < k“%‘él = 07 0y = 0
[ 7
-P|—k m<EWMAzé<—w 33

< EWMA, < ky/57101 = 0,6, =0

—e el (2p(k) — 20(W))?

From the elementary properties of Markov chains (see Cinlar (1975)
or Yang (2005)), the ATC is derived as follows:

ATC=b'1-Q) 't+b'(1-Q) 'M; +b(I-Q) (AT, (4-2)
where b’ = (py;, P2, Pos: Pos,0,0,0,0,0,0,0,0,0,0,0,0,...,0) is the

vector of starting probabilities for States 1,2,...,27, where the first
sample size and sampling interval have probability p,, (Eq. (2-6)) of
being long sampling interval and small sample size (or State 1 with
probability pg,), the probability py,(= py;) of being median sam-
pling interval and median sample size (or State 2/State 3 with prob-
ability p,,) and the probability p,, of being short sampling interval
and large sample size (or State 4 probability py,); I is the identity
matrix of order 27; Q is the transition probability matrix where ele-
ments represent the transition probability, P;j(tq,ng), from tran-
sient State i, i=1,...,27, to transient State j, j=1,...,27;
M; = (0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, Ty, Ty + T, T + T, Ty, Ty,
T, T, Tf, Tf, T;, T;) is the vector of searching time of false alarm (Ty)
and/or searching and adjust time of true alarm (T,) for State 1-27;
t = (t3,t2, b, b1, b3, bp, by, b1, b3, b, by by, B3, bp, by, by, £, 65, 6, 85, 85 85,
th, t;, 5, t5, t3) is the vector of the variables sampling intervals for
States 1-27, where t; is the average time of sampling interval for
States 17-19, t} is the average time of sampling interval for States
20-23, t3 is the average time of sampling interval for States 24-
27. A is the vector of transition probability, P;,s(t,), form transition
State i,i=1,...,27, to absorbing State 28.
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U CLEWMAZY =0.3990 UCLewma, =0.3990

UWLEWMAZX =0.175 UWLewma, =0.175

CLewma,_ =0 CLewma, =0

LWLEWMAZY =-0.175 LWLewma, =-0.175

LCLewma, =-0.3990 LCLewma,. =—0.3990

Fig. 5.1. The VSSI EWMA;_ and EWMA,, control limits.

5. An example

Consider a data set of measurements of the metallic film thick-
ness of the computer connectors system. Let X = gold concentration
in the electroplating tank and Y = metallic film thickness be mea-
sured from the end of the second step. Y produced in the second
step is influenced by X produced in the first step. Two machines
are assumed to be used in the process steps. One machine could
only fail in the first step and shift the mean of X distribution, and
another machine could only fail in the second step, and shift the
mean of Y distribution. Presently, the joint FSSI EWMAz, and

UWL=0.175

CL=0

LWL=0175

1 3 5 7 9 11 13 15 17 19 21 23 2

(M

LWL=0.175

LCL=0.399

% 2% 0 n # R a0

)

EWMA;, control charts are used to monitor the shift in mean on
the two steps of the cascade process every hour. When the control
charts indicate that at least one of the process steps is out-of-con-
trol, it requires adjustment. To construct the control charts, 25
samples of size 5 (X,Y) are taken randomly from the process to ana-
lyze their statistical relationship. The QQ plot (Johnson, 1992) of
the 25 samples indicates that the data follows bivariate normal
distribution. The relationship of X and Y is expressed by a linear
regression model. The fitted model is

Y|X = 105.3 + 0.456X (5-1)
Thus, the residuals or specific quality, e=Y — 1A/ |X. The estimated
means and standard deviations of independent variables X and e
are (fty =210.208,6x = 1.489), and (ft. = 0,6, = 0.926), respec-
tively. That 1is, when both steps are in-control, X ~
N(210.208,1.489%) and e ~ N(0,0.926%). From historical data, the
estimated failure frequency is 0.04 times per hour (or y, = 0.04)
for machine 1 and 0.2 times per hour (or y, = 0.2) for machine 2.
The failures of machine1 and 2 are independent and only influence
the means of X and e, but the standard deviations are unaffected.
The failure machine 1 would shift the mean of X to ;fx +61 oox where
&1 = 0.5. The failure machine 2 would shift the mean of e to 6, g,
where §; = 0.25. Hence, for out-of-control step 1,X ~ N(210.208+
0.5-1.489,1.435%); for out-of-control step 2, e~ N(0.25-0.926,
0.926%).

The FSSI EWMAZ)_( and EWMA, charts have control limits placed
at +2.492 andA = 0.05 with average run length 370 (Montgomery
(2005)) when T;=T, =0, respectively. The average time of

04 UCL=0.39%90
03
UWL=0.175
CL=0
LWL=0.175
03
04
0.5

1 3 5 7 9 11 1B 15 17 19 21 23 25

LWL=0.175

LCL=039%9

% 0® 0 B» W ¥ B 4

4)

Fig. 5.2. (1) Trial VSSIEWMAZX control chart. (2) Trial VSSI EWMA;, control chart. (3) Monitoring result of VSSI EWMAZ; control chart. (4) Monitoring result of VSSI EWMA;,

control chart.
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searching any process step is 0.01 h (or Ty = 0.01) when at least one
false signal occurs. The average correct adjustment time of any pro-
cess stepis 0.05 h (or T, = 0.05) when at least one true signal occurs.
The AATS of the FSSI EWMAZ, and EWMA;, charts is 4.788 h. The
slowness with which the FSSI EWMAZ, and EWMA;, control charts
detect shifts in the process (6; = 0.5, 52 = 0.25) has led the quality
manager to proposing building the EWMAz and EWMA;, control
charts with VSSIs. The construction and the appllcatlon of the pro-
posed VSSI EWMAz_ and EWMA,, control charts are illustrated.
The following are the guidelines for using the proposed charts:

Step 1. Let the factor of control limits, k = 2.492 and 1 = 0.05, to
maintain the in-control average run length is 370 for
EWMAz or EWMA, control chart (see Montgomery
(2005))

Since 0 <tj<ty<tg<tz<oo and 0<n3 <ny, <ng<
n1 < oo are required, and for performance of process con-
trol engineers adopt the specified combination (t; =
0.09 h7 t, = 0.1 h, t; = 1.66 h7 n3 = 4,1’12 =5and ny = 15)
Letting t; =0.09 h,t; =0.1h;n3 =4,n, =5,n, =15k =
2.492 and 4 = 0.05 in Eq. (3-4) leads to w = 1.096. From
Eq. (3-5), t3 = 1.66 h.

Step 2.

Step 3.

Consequently, the structures of the proposed VSSI EWMAz and
EWMA;, control charts are as Fig. 5.1.

With the design parameters determined, the VSSI EWMAz and
EWMA;, control charts can be used for controlling the rnetalllc film
thickness of computer connectors cascade process. According to
the VSSI scheme, if both samples (EWMAZ; and EWMA;,) fell in cen-
tral regions, then the long sampling interval t; = 1.66 h and small
sample size n; = 4 are adopted. If one of the samples fells in the
central region but the other fell in warning region, then a medium
sampling interval t; = 0.1 h and medium sample size n, =5 are
adopted. If both samples fell in warning regions, then the short
sampling interval t; = 0.09 h and large sample size n; = 15 are
adopted. If at least one sample fell outside the control limits of
any proposed control chart, then the process steps are stopped to
search the occurred special cause and adjusted. The AATS is used
to measure the performance of the proposed VSSI control charts.
The proposed Markov chain approach is used to obtain the ATC
and calculate the AATS. There are 28 possible states, as presented
in Table 4.1. The AATS is 3.113 h according to Eq. (4-1).

795

The VSSI scheme improves the sensitivity of the joint FSSI
EWMAZ, and EWMA;, charts. From the example, in order to detect
a shift in the process mean, the AATS of the VSSI EWMAZ and
EWMA;, charts has been reduced from 4.788 h to only 3. 113 h.
The percentage of saving time is 30.03%.

An example using the VSSIs is introduced now. When the pro-
cess starts, a random procedure decides the first sampling interval

= 0.1 h with medium sample of size n, = 5, and the average is
(x =209.2,e = —0.295). The first sample with the values of Z;
and Z; are (Zy = —1.848,Z; = —0.686). Thus, their EWMAZX and
EWMA;, values are calculated as follows:

EWMAz, 1 = iZy, + (1 - 7)EWMA,
=0.05-1.848 +0.95-0 = —0.092

EWMA;, 1 = iZe, + (1 — 2)EWMAg, o
—0.05-(~0.686) +0.95-0 = —0.034

Since both samples fall in the central regions, the second sample
will be observed adopting a small sample of size n; = 4 after long
sampling interval t3=1.66h. The second sample is
(x =211,e = 0.484). Since Zz = 1.451 and Z, = 1.125, so EWMAZY
and EWMA;, values are calculated as follows:

EWMAz,, = iZy, + (1 - ))EWMAz_ = 0.05-1.451
+0.95-(—0.092) = —0.015

EWMA;, 5 = iZe, + (1 — 2)EWMAg,; = 0.05-1.125
+0.95- (~0.034) = 0.024

Both samples fall in the central regions, the third sample will be ob-
served adopting a small sample of size n; = 4 after the long sam-
pling interval t; = 1.66 h. The EWMA;, and EWMA;, values for
samples 1 ~ 25 are illustrated in Table 5, 1, and plotted on the trial
VSSI EWMA; and EWMA;, control charts (Fig. 5.2(1)-(2)). All the 25
samples (EWMAZ, and EWMAZ ) are within the charts. Hence the
VSSI EWMAZ_ and EWMA;, control charts are used to monitor the
samples 26 ~ 41. We find that the 29th and the 30th EWMAZ, val-
ues fell outside the EWMAZ, chart (Fig. 5.2(3)), but the
32th,35th and 37thEWMA;,, values fell outside the VSSI EWMA,
chart (Fig. 5.2(4)). It indicates that the step 1 is out-of-control on
the 29th and 30th samples, but the step 2 is out-of-control on the
32th, 35th and 37th samples. Hence, the steps 1 and 2 are stopped
and machines 1 and 2 are adjusted.

Main Effects of Various Parameters
t1 t2 nl n2
15
104
*— P _— ___— -
D —~—— - - . —o
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Fig. 6.1. The main effects for average AATS under various parameters.
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Fig. 7.1. Trial EWMA;, control chart (Nos. 1-25).
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Fig. 7.2. Monitoring result of EWMA;, control chart.

6. Performance comparison between VSSI and FSSI schemes

Table 6.1 provides the AATS of the VSSI and FSSI schemes, which
are obtained under various combinations of parameters based on
orthogonal array L,;(3"®) table. The specified parameters are
71 = (0.04,0.08,0.15), y, = (0.05,0.10,0.20), &; = (0.15,025,0.5),
5, =(0.15,025,0.5),t,=1.0,(t;,t;) = (0.01,0.05,0.09),(0.1,0.5, 1.0),
(ny,n2,n3)=(15,4,2),(12,5,3),(18,6,4), and (T;,T;)= (0.01,0.05),
(0.05,0.1).

Comparing the AATS between the FSSI and VSSI EWMAz and
EWMA;, control charts, it can be seen that the performance of
the VSSI EWMAZ, and EWMA;, control charts is better for detecting
small shifts (0. 15 < J1 £ 0.5and 0.15 < J; < 0.5) in process means
(see Table 6.1, Nos. 1-27). The VSSI EWMAZi and EWMA;, control
charts save detection time from 2.63% to 33.74% compared to the
FSSI EWMAZX and EWMAz, control charts. If the shift scales
61 > 0.5 and J, > 0.5 then the performance of FSSI control charts
is slightly better than VSSI control charts (see Table 6.1, Nos. 28-
30). To examine the effects of various parameters on the AATS,
the main effect plots show the significant parameters are §; and
&, (Fig. 6.1). As 61, 5, increases, AATS decreases.

When quality engineers cannot specify the VSSIs the optimal
VSSIs of the proposed charts are thus suggested. The optimal VSSI
of the proposed charts are determined using optimization tech-
nique (Fortran IMSL BCONF subroutine) to minimize AATS under
the same constraints and parameters as described before. The opti-
mum VSSI and AATS under various combinations of parameters are
illustrated in Table 6.2. We find that the optimum VSSI EWMAZY and
EWMA;, control charts save detection time from 10.17% to 45.52%
compared to the FSSI EWMAZX and EWMA;, control charts, and the

optimum VSSI EWMAZ_ and EWMA;, control charts also work better
than the EWMAZ, and EWMAZE control charts with specific variable
sampling intervals. However, the VSSI and FSSI control charts al-
most have same performance when the shift scales §; > 0.5 and
d, > 0.5 (see Table 6.2, Nos. 28-30). Hence, the optimum VSSI
EWMAZ)_( and EWMA;, control charts are suggested whenever engi-
neers cannot specify the VSSIs. After comparing the three kinds of
the control charts, we recommend an approach for various §; and
82. (1) When 6, and 6, are all small (6; < 0.5 and §, < 0.5), since
the AATS of the optimum VSSI control charts is always the smallest,
we recommend to take the optimum VSSI control charts as the con-
trol scheme of a process. (2) When ¢, and J, are larger (§; > 0.5 and
d, > 0.5), since the optimum VSSI control charts and FSSI control
charts almost have same AATS, we recommend to take the VSSI or
FSSI control charts as the control scheme of a process.

7. Misusing EWMAzy control chart

In many real situations, engineers may misuse EWMAz, control
chart to monitor mean in the second step. Fig. 7.1 shows the trial
EWMAZ control chart using the samples 1-25, and Fig. 7.2 shows
the monitoring results ( from samples 26-41) of using EWMA;,
control chart. On the second step, there are seven outliers, sample
30, 32, 33, 34, 35, 36 and 37, occur on the EWMAZ? chart. Compare
to EWMA;, control chart (outliers on sample 32, 35 and 37), it indi-
cates that misusing EWMAZY control chart will lead to unnecessar-
ily adjust the mean on the second step. Incorrect adjustment of a
process will increase in variability of the quality of products and
cost (see Woodall (1986)).

8. Conclusions

The proposed VSSI scheme controlling two dependent steps of
cascade process substantially improves the performance of the FSSI
scheme by increasing the speed when small shifts in the means of
cascade process are detected. We have found that the optimum
VSSI EWMAZ),( and EWMA;, control charts always work better (in
the cases examined) than the specified VSSI EWMAz_ and
EWMA;, control charts. The optimum VSSI scheme controlling
the cascade process is thus suggested when quality engineers can-
not specify the VSSIs.

This paper considered two steps of the cascade process. How-
ever, a study of the variable parameters (VP) control charts for
the cascade process, whereby one of the double special causes
shifts the process means and the other changes the process vari-
ances is an interesting topic for future research.

The extension of the proposed model to study VP control
charts on multiple process steps or other control charts, such as
attributes charts, CUSUM charts or multivariate cases, is straight-
forward.
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