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ABSTRACT
In the image recognition field, there are many proposed artificial intelligence techniques 
for finding features that can differentiate data belonging to different classes. Features or 
components which appear ambiguous for separating data belonging to different classes are 
usually left out in this field. In this paper, we will demonstrate that by proper design those 
ambiguous components can still be used for differentiating data. We proposed an association 
rules based method for designing an image classifier that can distinguish natural images and 
text images. Our experiments indicate that when existing approaches fail to carry out correct 
classification, our method can undoubtedly achieve better results.
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1. Introduction

Since digital images can be regarded as high dimensional data, a common 
process in image recognition techniques is to look for features with distribution 
that would signal the distinctiveness among different types of  images. For example, 
the supported vector machine (SVM) [1] method looks for two parallel hyper-planes 
that would make data belonging to two classes separated at the opposite sides of  
these two parallel planes. The normal vector of  these two planes can be considered 
as a feature such that data projected to this direction have two clearly separated 
distributions. 

In linear discriminant analysis (LDA) [2], we look for some eigenvectors such 
that the projections of  data from two different classes are separated clearly in the 
subspace generated by these eigenvectors. Hence, these eigenvectors are features 
with less ambiguity in this problem. Either in SVM or LDA, it is possible for two 
classes of  data to be highly mixed. Thus, it is hard to find features that can separate 
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these two data well. However, when employing only these features for recognition 
problem, much valuable information might be lost in the process. Therefore 
we intend to utilize these features that are usually left out in recent artif icial 
intelligence techniques. Upon these features we will develop an association rule 
based recognition method that performs acceptably. 

In the direct LDA algorithm f or high-dimensional data, such as image 
recognition data, the LDA algorithm encounters several dif f iculties [3]. A low 
resolution image of  size 64-by-64 implies a feature of  64 × 64 = 4,096 dimensions, 
and therefore the scatter matrices of  the LDA eigenvalue problem has the size of  
4,096 × 4,096 = 16M. The first challenging is to handle such big size of  matrix. If  
the image samples are less than 4,096, the scatter matrices are always singular. 
Although there are many articles to handle the singular problem in LDA [4], the 
main eigenvector for image recognition is derived form the combination of  all the 
components of  images. When the number of  component is large, it is dif f icult to 
select the significant component from the LDA eigenvector for the classification. If  
we use the weighting of  each component in the main eigenvector as the significance 
of  component, we will see that the number of  significant component is very sensitive 
to the threshold.

An image recognition problem is also related to variable and feature selection 
problem. The number of  variables that researchers meet is increasing rapidly. 
Before 2,000 only few problems used more than 40 features. In recent years, most 
papers explore problems with hundreds to tens of  thousands of  variables [5]. The key 
challenge is the number of  variables is much larger than the number of  samples. 
For example, in the gene selection problem of  microarray data, the number of  
variables in the range from 6,000 to 60,000, however the number of  sample is in the 
range from 3 to 300. In the text classification problem, the vocabularies of  hundreds 
of  thousands of  words are very common. If  we also use large document collections 
for research, the SVM or LDA base method become infeasible. To generate such a 
big matrix of  square size about hundreds of  thousands and solve the eigenvalue of  
this huge matrix is impossible. 

Our purpose is to design a new classif ication method that satisf ies large 
variables and small size data. Because the data size is small, unlike some proposed 
method obtain the classifier by averaging or cancelling some variables, we try to use 
all possible data to provide the ability of  recognition. 

2. Definition of  ambiguous components

We begin with some mathematical notations to be used. Assume data X  ∈ Rp has 
K  classes. In this paper, we are only concerned with the case of  K  = 2. When the 
case of  K  = 2 is understood well, the conclusion can be readily extended for K  ≥ 3. 
The set of  the k-th class data is denoted by Ck. Each element in Ck is denoted 
by X k,n for n = 1,..., N k, where N k is the number of  elements in Ck. Let F  be a 
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transformation that maps X k,n from Rp to Rr. We called F(X k,n) the feature of  X k,n. 
Because F(X k,n) ∈ Rr, we denoted the i-th component of  F(X k,n) by f i

k,n, and we use f i 
to indicate the i-th component of  Rr. Given the index k and i, the average and the 
standard deviation of  f i

k,n for n = 1,..., N k are denoted by µ i
k and σ i

k, respectively. For 
a given parameter λ, if

  (1)

for some k1 and k2, then f i is defined as an efficient component for λ  in Rr. If  λ  
is given and for all the pairs of  k1 and k2 the above inequality is not satisfied, then 
f i is defined as an ambiguous component for λ  in Rr. It is obvious that if  f i is an 
ambiguous component for a small λ, there exist some classes, say k1 and k2, whose 
data are highly mixed in f i component. We note that this component is not usually 
utilized in recognition techniques. Now, we def ine the ambiguous region as the 
subset of  the indexes by

  (2)

It is trivial that if  λ1 > λ2, we have AR(λ2) ⊆ AR(λ1). A lot of  important information 
in the ambiguous region will be discussed in the next section. 

3. Useful interval in ambiguous component

Let i  ∈ AR(λ ) f or  some small  λ  and assume that f i
l,ks

, f i
l,kt

 are random 
variables with normal distribution. That is f i

l,ks
 ~ N(µ i

ks
, σ i

ks
), f i

l,kt
 ~ N(µ i

kt
, σ i

kt
) and 

(µ i
ks

 - µ i
kt
)2 ≤ λ[(σ i

ks
)2 + (σ i

kt
)2]. Because λ  is small, the overlapping region of  these 

two distributions N(µ i
ks
, σ i

ks
) and N(µ i

kt
, σ i

kt
) is the high probability region of  each 

distribution. If  a testing image T  has value x0 in f i component, then we are 
interested in the probability P(T  ∈ Ck|f i = x0) for k = 1,..., K. By Bayesian theorem, 
we have

  (3)
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We can see that if  P(f i = x0|T  ∈ C j) ≅ 0 for j ≠ k and P(f i = x0|T  ∈ Ck) ≠ 0, f i = x0 
becomes an important learning rule to identify T  ∈ Ck. The learner f i = x0 could be 
extended to f i ∈ S for some subset S ⊂ R. We define a new set Si

k by 

  (4)

Then f i ∈ S i
k is another learner for component f i to identify whether an image (or 

object) belongs to Ck.
Theorem 1.

S i
k1
 ∩ S i

k2
 = ∅ for k1 ≠ k2.

The proof  of  this  theorem is  straightly  f orward. If  x 0 ∈ S i
k1

, then 
P(X  ∈ Ck1|f i = x0) > P(X  ∈ Ck2|f i = x0) and x0 ∉ S i

k2
.

According to the definition of  S i
k, this set might contain some isolated point, 

say x1. If  given any δ  > 0, there exists x2 ∈ S i
j for some j ≠ k, then this discontinuity 

does not make x1 a good learner. To increase the stability and accuracy of  prediction, 
we only consider the case of  , where I l is an interval contained in S i

k and 
|I l| > 0 for all l. Then we define Ŝ i

k ⊆ S i
k as the maximal set of  this form, that is 

. Similarly, we have Ŝ i
k1
 ∩ Ŝ i

k2
 = ∅ for k1 ≠ k2.

Given an ambiguous component f i, there might exist more than one S i
k ≠ ∅ 

for index k. We are concerned with the quantities of  P(X  ∈ Ck1|f i ∈ Ŝ i
k1

) and 
P(X  ∈ Ck2|f i ∈ Ŝ i

k1
), as this would decide if  our classification works in this case or not. 

From Bayesian theorem, we know that the denominators of these two probabilities are  
the same, therefore we only have to compare P(X  ∈ Ck1

, f i ∈ Ŝi
k1
) and P(X  ∈ Ck2

, f i ∈ Ŝi
k1
). 

Because P(X  ∈ Ck1
, f i ∈ Ŝ i

k1
) can be expressed as

we can easily conclude that P(X  ∈ Ck1|f i ∈ Ŝ i
k1
) ≥ P(X  ∈ Ck2|f i ∈ Ŝ i

k1
). Hence S i

k is a 
useful set to identify whether X  ∈ Ck1

 for the f i component.

4. Combining  association rules to increase the prediction 
accuracy 

Given an image X  ∈ Ck, when the f i component is in the ambiguous region, the 
probability of  P(X  ∈ Ck, f i ∈ Ŝ i

k) is low.  Therefore, applying only one rule to make a 
decision is somehow risky. If  the number of  non-empty sets {S i

k|S i
k ≠ ∅, i = 1,..., r} is 

Lk, it is likely that these Lk rules have certain relationships among them. Therefore 
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it makes intuitive sense to combine the association rule method to increase the 
prediction accuracy. 

The purpose of  association rule [3] is to establish the relationship between a 
combination of  input variables and a combination of  output variables. Here, we give 
a brief  introduction to the association rules method.

Let I  = i1,..., ik be a set of  k elements, called “items.” Then, a basket data 
B = b1,..., bn is any collection of n subsets of I, and each subset bi ⊆ I  is called a “basket” 
of  items. We say that there is an association rule A( Antecedent)→B(Consequent) if:

A and B occur together in at least s% of  the n baskets Support.
All the baskets containing A, at least c% also contains B Confidence. X  ∈ Ck

To apply association rule to our method, we can consider each feature vector in 
Rr to be a basket and the learner for X  ∈ Ck as the items. We search in the training 
data for the association rules with signif icant support and confidence. By using 
these combinations of  rules, we expect to obtain results more accurate than by the 
original learning rule.

5. Experimental results

We will now apply our method in the image recognition problem. There are two 
types of  images in our application: one is the text images that are snapped from 
books and the other is the natural images that are snapped from the landscapes. 
For each type we collect 500 images; therefore in total we have 1,000 images. For 
convenience, we label the set of  text images as C1, and the set of  natural images 
as C2. We randomly choose 250 images from each of  these two types of  images 
respectively to form the training set, and the remainders will be the testing 
set. Because the images are not always the same size, we will rescale them to  
640 × 480 before any further processing. Moreover, the illumination of  each image 
is not generally the same, so we adjust the minimal illumination to zero and the 
maximal illumination to 255 by applying a linear transformation.

The goal is to construct a model that can identify the input image to be either 
a natural image or a text image. Since in text image there are usually a lot of  
symbols and letters, and these symbols and letters have sharp corners in the 
boundary of  font, therefore the frequency domain is considered better for the 
presentation of  the data than the physical domain. After we rescale the image and 
adjust its illumination, we apply 2D discrete cosine transform (DCT) to obtain the 
DCT coefficient of  each image. Because the excessively high frequency is usually 
considered as a noise, we only extract the first 300 × 300 DCT coefficients as our 
domain, i.e., the dimension of  Rr is 90,000.

In the DCT domain, we check whether the component is ambiguous. There are 
86.35% of  components that are ambiguous for λ  = 0.2. This data matches closely to 
our assumption. 
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As there are 600 training data, we have at most 600 values in f i for i = 1,..., 90000. 
For a fixed f i, and for each value of  f i , say x0, we can compute P(X  ∈ Ck|f i = x0) by

 , for k = 1 and 2. (5)

After we compute P(X  ∈ Ck, f i = x0), we obtain S i
k by its def inition. Due to the 

limited number of  the training data, it is not easy to determine the interior interval 
of  S i

k. Hence we compute the mean and the standard deviation of  x0 ∈ S i
k, and use 

the probability density function to determinate the region of  interior interval of  
S i

k. We then obtain Ŝ i
k, and we can further compute the learner P(X  ∈ Ck, f i ∈ Ŝ i

k). 
Figure 1 is the distribution of  the number of  text images whose component f i falls 
into Ŝ i

k. Figure 2 is the distribution of  the number of  natural images. If  the pixel is 
dark blue, then the corresponding Ŝ i

k is empty. The brightness is proportional to the 
number of  elements in Ŝ i

k. From Figure1 and Figure 2, we can see that these two 
images are complementary and the significant frequency of  text image is in high 
frequency band. This matches the results from general experiments. 

Now, we can apply association rules method to observe the association rules for 
these two types of  images. There are top six significant rules (Support > 18.2% and 
Confidence > 29.6%) of  text image and top six significant rules (Support > 26.8% and 

Figure 1. The distribution of  ambiguous rules in the DCT base of  text image (T).
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Confidence > 50%) for natural images. See Table 1. There is only one association rule 
that has confidence more than 95%. Most of  rules are with confidence less than 60%. 
This shows that the ambiguity assumption fits our experimental material, namely, 
it is highly mixed.

Table 1. The top six rules of  confidence and support for text (T) images and natural 
(N) images.

Confidence (T) 96.4% 42.8% 34.8% 33.6% 33.0% 29.6%
Support (T) 50.6% 22.6% 21.4% 19.0% 18.2% 18.2%
Confidence (N) 91.6% 55.6% 50.8% 50.8% 50.4% 50.0%
Support (N) 47.0% 29.8% 26.8% 28.6% 27.8% 28.2%

We use the remaining 250 images as the testing set. Each image in the testing 
set is also scaled in both size and illumination and then transformed to DCT 
frequency. For each image, we observe how many rules would pass in text image 
and natural image. We count the number, and assign the image type to whom the 
maximal number occurs. The accuracy rates of  both two classes of  images utilizing 
the top six rules are 100%. Even though we remove the top one of  rules in text image 
and natural image, the accuracy rates are still 100%, which is quite remarkable.

Figure 2. The distribution of  ambiguous rules in the DCT base of  natural image (N).
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6. Conclusions

In this paper we define the condition for a variable to be ambiguous. While it 
is generally not easy to obtain a good classification by the existing approaches if  
the data to be classified has many ambiguous components, our approach is able to 
significantly enhance the accuracy of  classification. By integrating the concept of  
association rules method, our proposed method can attain remarkable results for 
image recognition using only few rules. With its characteristic, we expect to see this 
method to be applied successfully in many other artificial intelligence related fields.
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