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This paper extends the established literature on modeling the cost struc-
tures of Europe’s banking sectors by combining the Fourier flexible
cost function with time-varying technical efficiency (TE) under the
framework of the meta-frontier, as proposed by Battese et al. (Journal
of Productivity Analysis, Vol. 21 (2004), pp. 91–103) and O’Donnell
et al. (Empirical Economics, Vol. 34 (2008), pp. 231–255). We find mul-
tiple technologies prevail in the nine sample countries, justifying the use
of the meta-cost frontier. Measures TE and technology gap ratios are
found to be positively correlated with each other, implying that a rela-
tively technically efficient bank is possibly technologically efficient and
vice versa.

1 Introduction

The European Union (EU) was established in 1992 by the Treaty on Euro-
pean Union (the Maastricht Treaty). On the basis of the treaty, the Euro-
pean Economic and Monetary Union (EMU) was set up as well, which put
forth many economic convergence principles, including exchange rate, infla-
tion rate, public finance and interest rate stability. Through the endeavor of
the EMU, its member states have adopted the new criteria to regulate their
financial markets in order to lower barriers to competition among financial
institutions. During the 1990s, banks in the EU countries faced dramatic
structural changes, and the number of them in operation has since
decreased dramatically. In such a more competitive environment, current
differences in performance among the banking industries of EMU members
will influence each country’s banking structure and future competitive
viability.

In the ongoing integration of European markets for banking services, it
is crucial to understand and to compare the differences or similarities in
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banking performance among these countries. This in turn should lead bank
managers to better predictions and preparation for an expected increase in
cross-border competition. The implementation of the Single Banking Market
during the 1990s considerably lowered barriers to competition among Euro-
pean banks and prompted them to expand branches abroad within the
nations of the EU. As noted by Goddard et al. (2007), the banks’ reactions to
the shifting competitive environment consist of undertaking strategies of
diversification, vertical product differentiation and consolidation. European
integration has influenced the extent of competition in banking markets and
the associations between ownership structure, technological change and bank
efficiency. The financial markets have now become so competitive and so
integrated that it is necessary to understand the sources of banks’ efficiency
differences among member states.

There exists a substantial amount of literature that applies either a
parametric or non-parametric approach to investigate a bank’s efficiency.
The former group mainly includes the stochastic frontier approach (SFA)
and the distribution-free approach (DFA).1 A few cross-country comparisons
with respect to European banking performance have been conducted, using
either or both the parametric and non-parametric approaches. Weill (2004)
made an excellent review on country-specific studies for France, Germany,
Italy, Spain, the UK and Switzerland, and cross-country comparisons par-
ticularly for European countries. In particular, he noted that the average
efficiency scores in the five European countries range from 0.8 to 0.9 in many
cases and are relatively dispersed due to the dissimilarity of samples and time
periods under consideration.

The SFA was initially developed by Aigner et al. (1977) and Meeusen
and van den Broeck (1977) nearly simultaneously in the context of cross-
section data. Schmidt and Sickles (1984) suggested using panel data to
conduct an estimation of technical efficiency (TE) in an attempt to avoid
some difficulties with cross-sectional stochastic frontier models. Earlier panel
data models all relied on the assumption of time-invariant efficiency. The
maintained assumption was relaxed by Cornwell et al. (1990), whose tempo-
ral variation in technical inefficiency (TI) is modeled through the intercept of
the production frontier. The time-varying TI model proposed by Battese and
Coelli (1992) is particularly adopted by this paper.

Several previous papers, e.g. Allen and Rai (1996), Altunbas et al. (2001)
and Vennet (2002) to mention a few, estimated a global cost frontier for all

1The DFA approach was introduced by Berger (1993) based on a translog system of cost and
input share equations. This approach avoids imposing specific assumptions on the distri-
butions of the composed error terms like the SFA does. It only assumes that efficiencies are
stable over time while random error tends to average out. Although having a balanced
panel data set from US commercial banks, spanning 1980 to 1989, Berger (1993) estimated
the translog cost function by ordinary least squares for each period and averaged the 10
residuals for each bank in an attempt to cancel out random errors. In this manner, he
obtained an estimate of the X-efficiency factor for each sample bank.
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banks from different countries, implicitly assuming that banks from various
countries share a common production technology. This presumption likely
overlooks the fact that national variations in, for example, economic systems,
regulatory conditions and natural environments, affect bank managers’ capa-
bilities and willingness towards swiftly responding to market conditions and
adopting technical innovations. Weill (2004) estimated individual national
frontiers rather than one common frontier for all sample countries in the
context of SFA, DFA and DEA (data envelopment analysis) in order to
measure the TE of banks in five European countries (France, Germany, Italy,
Spain and Switzerland) during the period 1992–98. Since each country has its
own production frontier, the relative TE scores of different countries are not
directly comparable. This difficulty can be at least partially solved by apply-
ing the meta-frontier technique.

This paper attempts to examine the performance of commercial banks
across nine European countries and covering 10 years. Recall that the TE of
a bank operating under a type of technology should not be compared with
that of other banks operating under a different type of technology. Conven-
tional studies on the comparisons of production efficiency fail to tell the
differences in the various technologies used by the sample banks of distinct
countries (industries, groups or regions). We therefore recommend the use of
a meta-frontier technique, recently proposed by Battese and Rao (2002) and
Battese et al. (2004), but further extend the investigation from a primal
production function to a dual cost function. A cost function is known as
allowing for the consideration of multiple outputs, a desired characteristic of
financial systems, rather than a single output. This technique enables us to
calculate TEs for banks operating under different technologies as well as the
technology gap ratios (TGRs), which measure the extent to which the cost
frontiers of individual countries deviate from the meta-frontier cost function.
O’Donnell et al. (2008) showed how a meta-frontier model can be estimated
using non-parametric (DEA) and parametric methods and applied the model
to estimate cross-country agricultural sector data.

Although the translog functional form has been widely used for studies of
economies of scale and scope, mergers and acquisitions, and technical and
allocative efficiencies, it is frequently criticized as being merely able to locally
approximate a true but unknown cost function. Specifically, McAllister and
McManus (1993) found that the translog function forces large and small banks
to lie on a symmetric U-shaped ray average cost curve.2 They argued that
fitting a single parametric cost function across all sizes of banks may bias
estimates of scale economies. We instead adopt the Fourier flexible (FF)
function form, initiated by Gallant (1981, 1982), due to its ability at globally

2Following Baumol et al. (1982), the ray average cost of producing an array of outputs Y � 0 is
defined by C Y h

H
hY( ) =Σ 1 , where C(Y) is the cost function and H denotes the number of

outputs.
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approximating the true function as closely as desired in Sobolev norm.3 The FF
function has been extensively applied by, for example, Mitchell and Onvural
(1996), Berger and DeYoung (1997), Berger et al. (1997), Berger and Mester
(1997), DeYoung et al. (1998), Altunbas et al. (2000, 2001) and Huang and
Wang (2004), specific to the investigation of financial institutions.

We argue here for the appropriateness of the cost function for use in the
regulatory analysis of financial institutions, because cost minimization and
profit maximization are possibly suitable behavioral objectives in banking.
We particularly select cost minimization over profit maximization, because it
is a well-defined function and because there are problems precisely evaluating
some output prices from the Bankscope data bank along with possible nega-
tive profit levels.4 The cost frontier approach to inefficiencies of financial
institutions results in a better measure for regulators (lawmakers, supervisory
agencies, antitrust authorities etc.) to use when gauging the costs and benefits
to society from distinct policies versus the conventional approach to ineffi-
ciencies based on a production frontier. This arises from the fact that an
estimation of a production frontier requires that producers produce a single
output without using information on input prices and total expenditure on
the inputs used. Moreover, the adoption of the cost function implicitly
assumes the exogeneity of the output variables, which is perhaps reasonable
since banks offer a variety of financial products to their customers and these
products are primarily exogenously determined beyond the control of indi-
vidual banks.

The rest of the paper is organized as follows. Section 2 introduces a
meta-frontier cost function and defines a number of efficiency concepts.
Section 3 describes the data and the definitions of input and output variables,
while in Section 4 the TE scores and TGRs for each bank in each sample
country are empirically evaluated under the framework of the meta-frontier
cost model. The last section concludes the paper.

3The following definition of Sobolev norm is taken from Gallant (1982). A flexible function
gK(x|q) is able to achieve close approximation to the true function g(x) in Sobolev norm, if
it is possible to choose a sequence of coefficients q1, q2, . . . , qK, . . . , where the length of the
vector qK may be dependent on K such that:

g g o K KK l p
m l− ( ) = ( ) → ∞− + +θ μ

ε
, , as

for any e > 0. Integer m denotes the number of times that g is differentiable and l is the
largest-order partial derivative regarded as being important in the approximation. Nota-
tion ‘o(K-m+l+e) as K → •’ means:

lim , ,K

m l
K l pK g g

→∞

− − − ( ) =ε
μθ 0

4For example, to highlight the trend of financial systems in Europe to universal banking, we
define non-interest revenues as a type of financial product that does not allow for calcu-
lating its price. Bos and Schmiedel (2007) estimated both profit and cost functions on data
covering 15 European countries, where the independent variables of the profit equation are
the same as those of the cost equation—i.e. the profit equation is specified as a function of
output quantities and input prices.
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2 Methodology

2.1 The FF Cost Function

The FF function form includes a standard translog and the first-order and the
second-order trigonometric terms. Under the framework of the SFA, it is
formulated as
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Here, Cit is the actual costs of bank i at time t, Yh (h = 1, . . . , H) denotes the
hth output and Wj (j = 1, . . . , J) is the jth input price. Notation zh is the
re-scaled values of the logarithm of output h such that it spans the interval [0,
2p].5 For details please see, for example, Berger et al. (1997) and Altunbas
et al. (2001). In addition, Uit denotes the TI and is further specified as Uit =
Ui exp[-h(t - T )], where Ui is distributed as N uμ σ, 2( ) with m as an unknown
and time-invariant parameter, and Vit signifies a two-sided error term that is
identically and independently distributed as N v0 2, σ( ). Both Vit and Ui are
assumed to be mutually independent.6

Notations a, b, d, g, r, a and b are unknown parameters to be estimated.
Battese and Coelli (1992) derived the log-likelihood function of the composed
error term eit = Uit + Vit and hence it is ignored here. Software Frontier 4.1
(Coelli, 1996) is used to estimate equation (1) later. The software provides
coefficient estimates, standard errors, estimated variance–covariance matrix
and efficiency scores for each firm over time. The parameter estimates of
equation (1) will be used to compute the overall scale economies (OSE),
defined as

5The output variables are rescaled by letting zh = lh(ln Yh + ln dh), where λh h hY d= +( )6 ln lnmax ,
h = 1, . . . , H, ln . ln mind Yh h= −0 00001 , and Yh

max and Yh
min are the maximum and minimum

values of output h in the sample, respectively. The lh s are chosen to force the largest
observations of each scaled log-output variable to be equal to 6, falling short of 2p, while
ln dh s are limited to make the smallest observations slightly greater than zero.

6Bos and Schmiedel (2007) assumed that Uit is distributed as a standard truncated normal and
treated the data set as if it were cross-sectional.
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where Ch denotes the partial derivative of C with respect to the hth output.
Returns to scale are increasing, constant or decreasing, as OSE is less than,
equal to or greater than unity, respectively.

2.2 Meta-frontier FF Cost Function and Technology Gaps

Suppose that there are R different countries in the sample and that each
country r has Nr banks which face exogenous input prices and output quan-
tities and attempt to optimize the cost which is entailed in manufacturing the
outputs. The stochastic cost frontier model for each bank i of country r at
time t can be given as

C e

i N t T r
it r

X V U

r

it r r it r it r
( )
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= = =

( ) ( ) ( ) ( )ϕ

1 2 1 2 1, , . . . , , , . . . , ,, , . . . ,2 R
(3)

where Cit(r) presents the total costs, Xit(r) is a vector of output quantities and
input prices, j(t) is the corresponding unknown technology parameter vector
to be estimated, and Vit(r) and Uit(r) are defined above. Term Xit(r)j(r) takes
exactly the FF form shown in equation (1).

The meta-frontier is assumed to have the same functional form as the
stochastic frontiers in the different countries. In this manner, the meta-
frontier cost function for all banks is given by

C e
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where Cit* is the minimum expenditure incurred by bank i at time t, and j* is
the corresponding parameter vector associated with the meta-frontier FF
cost function such that

X Xit it rϕ ϕ* ≤ ( ) (5)

The meta-frontier FF function is defined as a deterministic parametric
function such that its values must be less than or equal to the deterministic
components of the stochastic FF cost frontier of the different countries
involved. The inequality constraint of equation (5) holds for all countries and
time periods. Figure 1 draws the stochastic FF cost frontiers for three coun-
tries in the case of a single output and are denoted by Frontier 1, Frontier 2
and Frontier 3. A meta-frontier FF function is drawn as an envelope curve
which surrounds the three stochastic frontiers from below, indicating that
it entails production costs that are no more than the deterministic costs
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correlated with the stochastic cost frontiers for the respective countries
involved. Frontier 1 and Frontier 2 are arbitrarily chosen to be tangent to the
meta-frontier, whereas Frontier 3 is not.

TE is evaluated by the extent to which a bank’s actual cost exceeds its
efficient country-specific cost frontier. The measure of overall technical effi-
ciency (OCE*) for bank i at time t in country r is formulated by the ratio of
the minimum cost, evaluated by the meta-frontier cost, to the observed cost
and adjusted by the corresponding random error:

OCEit r

X V

it r

e
C

it it r
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( )
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( )
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(6)

Substituting equation (3) into (6), we obtain
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The first term on the right-hand side of equation (7) is the conventional TE
relative to the stochastic frontier of country r, denoted by TE. The second
term is defined by the TGR, i.e.

OCE TE TGRit r it r it r( ) ( ) ( )= ×* (8)

The TGR mainly measures the degree of technology gap for country r
whose currently available technology adopted by its banks is inferior to the
technology available for all countries. We assess the TGR using the ratio of
the potential cost that is defined by the meta-frontier FF function to the cost
for the frontier FF function for country r, holding the observed outputs and
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Fig. 1 Meta-frontier Cost Model
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input prices constant. It must have a value between zero and one due to
restriction equation (5), leading the OCE measure to lie between zero and one
as well. The OCE score of an enterprise reflects how well it performs relative
to the predicted performance of the best-practice peers that exploit the best
technology available for all groups in order to produce a given output mix.
These benchmark firms operate on the meta-cost frontier, i.e. they use the
best available technology in the production process.

Let point a of Fig. 1 represent bank a’s actual cost in country 1, and its
TE with reference to the country-specific cost frontier is measured by TEit(1) =
a′y1/ay1. Bank a’s TGR is evaluated by TGRit(1) = a″y1/a′y1. Using equa-
tion (8), its OCE measure is equal to OCE TE TGR 1 1it it it a y ay1 1 1( ) ( ) ( )= × = ′′* .

In line with Battese et al. (2004), there are two alternative ways to
identify the benchmark technology.

I. Minimum sum of absolute deviations
ϕ̂* is yielded by solving the optimization problem:

min * ln , ln , *L f X f Xit r it
i

N

t

T

≡ ( ) − ( )( )
==
∑∑ ϕ̂ ϕ

11

(9)

subject to ln , * ln ,f X f Xit it rϕ ϕ( ) ≤ ( )( )ˆ (10)

Equations (9) and (10) state that the estimated meta-frontier minimizes
the sum of absolute logarithms of f X f Xit r it, , *ϕ̂ ϕ( )( ) ( ), which represents the
reciprocal of the radial distance between the meta-frontier and the frontier of
country r.

II. Minimum sum of squares of deviations
ϕ̂* is estimated by solving a quadratic programming (QP) problem:

min ** *L X Xit r it
i

N

t

T

≡ −( )( )
==
∑∑ ϕ̂ ϕ 2

11

(11)

subject to *X Xit it rϕ ϕ≤ ( )ˆ (12)

Standard errors of the estimators for the two meta-frontier functions are
obtained by bootstrapping methods. The advantage of the bootstrap is that
one does not need to know the underlying data generation process, unlike the
Monte Carlo simulation. The bootstrap is frequently exploited by applied
econometric researchers when an analytic estimate of the standard error of an
estimator is hardly calculated, like the case in this paper.

3 Data Source and Variable Definitions

Similar to Altunbas et al. (2001), Weill (2004) and Bos and Schmiedel (2007),
the main data source is compiled from the Bankscope database spanning
1994 to 2003. As this paper aims to compare similar banks operating in
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different markets, we pay attention to commercial banks. Table 1 presents
that the characteristics of our sample banks are close to those of the afore-
mentioned papers. We use unconsolidated accounting data for 689 commer-
cial banks in nine European countries, i.e. Austria, Belgium, Denmark,
France, Germany, Italy, Portugal, Spain and Switzerland, after deleting
incomplete observations.7 Those banks with at least three years of observed
data are selected, making the sample unbalanced panel data. The total
number of observations is 4220. All the nominal variables have been trans-
formed into real terms by the consumer price index of individual countries
with base year 1995.

This paper follows the popular intermediation approach, which views a
bank as an intermediary between depositors and borrowers, in order to define
a bank’s outputs and inputs. Specifically, three output categories can be
identified: loans (Y1), investments (Y2) and non-interest revenues (Y3). The
first two outputs are commonly used in the literature, while the last output is
used to reflect the importance of a bank’s non-traditional activities. We
identify three inputs, i.e. physical capital (X1), borrowed funds (X2) and labor
(X3), which are quite standard in the literature. The price of physical capital
(W1) is computed as the ratio of other non-interest expenses to fixed assets.
The price of borrowed funds (W2) is measured by the ratio of paid interest to
all funding. As data on the number of employees are missing for quite a few
banks, the price of labor (W3) is defined as the ratio of personnel expenses to
total assets. Altunbas et al. (2000, 2001), Weill (2004), Bos and Schmiedel
(2007) and others used similar definitions, except for Y3. Total costs are the
sum of the above three types of expenditure.

Table 1 summarizes descriptive statistics and the distributions of the
sample banks among countries. The sample contains small- to large-scaled
banks such that most of the variables have quite large standard deviations
relative to their sample means. Moreover, there are considerable differences
across the sample nations.

7We have tried to extract data from the other West European countries. The resultant data
contain a relatively small number of observations and hence are ignored, because the FF
cost function involves extra trigonometric terms that require a larger sample size in order
to have enough degrees of freedom. One of the characteristics owned by a FF cost function
is that the number of the trigonometric terms is dependent upon the sample size. More
specifically, Chalfant and Gallant 1985), Eastwood and Gallant (1991) and Mitchell and
Onvural (1996) recommended that the number of coefficients equals the number of effective
sample points raised to the two-thirds power for the sake of producing bias-minimizing and
asymptotically normal estimates. Eastwood (1991) proposed an upward F test truncation
rule to determine the number of parameters to be estimated so that the estimators are
consistent and asymptotically normal. Also see Huang and Wang (2004) for an application
of both rules. This paper chooses the number of trigonometric terms up to the second order,
as shown in the last line of equation (1). Although terms involving higher orders are
legitimate, the price is the loss of the degrees of freedom.
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4 Empirical Results

4.1 Parameter Estimates

We estimate both the FF cost function of equation (1) and the standard
translog cost function for each of the nine countries. Table 2 merely summa-
rizes the translog part of the parameter estimates of the FF cost function, and
the parameter estimates of the trigonometric part are overlooked to save
space. Parameter estimates of the standard translog cost function are not
shown to save space, but available upon request to the authors. According to
Table 2, more than one-half of the parameter estimates of each country
frontier (except for Austria) attain statistical significance at least at the 10 per
cent level. The null hypothesis—that the coefficients of the Fourier series (the
trigonometric terms) are joint zero—is decisively rejected in each country
using the likelihood ratio test. One is led to infer that the FF cost function is
more relevant than the translog form in representing an average bank’s
production technology and underlying cost structure.

Evidence is found that seven countries have significant estimates of h,
implying that the TI evolves with time in most of the sample states. Five out
of the seven significant h estimates are negative, suggesting that banks’ TEs in
Austria, Belgium, France, Spain and Switzerland deteriorate over time at an
increasing rate. In other words, those banks’ actual production costs deviate
away from their respective country frontiers, which themselves shift over time
due to the presence of technological advancement. Banks’ TEs in Denmark
and Italy improve over time, as their h estimates are positive. Banks’ actual
production costs in the two nations move closer to their respective country
frontiers, which shift over time as well. The remaining h estimates fail to
attain statistical significance, meaning that banks’ TEs in Germany and
Portugal are potentially time-invariant during the sample period.

Table 3 uses the acronyms SFA-POOL, MF-LP and MF-QP to repre-
sent three models, in which SFA-POOL is the FF cost frontier estimated by
the maximum likelihood by pooling all observations of the nine countries
together, and MF-LP and MF-QP are the meta-frontier FF cost functions
estimated by, respectively, solving the linear and quadratic mathematical
programming problems using the same data. Similar results from the stan-
dard translog counterparts are not shown. It is noteworthy that the estimates
of the SFA-POOL model are regarded as a mixture of the corresponding
estimates in Table 2 across the nine states, since the model is estimated using
the entire sample points without imposing constraint like equation (10)
or (12).

The estimation of the pooled model of SFA-POOL permits us to for-
mally test for the differences among the group-specific frontiers. A likelihood
ratio test can now be performed to check for the null hypothesis that all
country-specific FF cost frontiers are the same. Since the value of the likeli-
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hood ratio is equal to 6951.94, the hypothesis is decisively rejected even at the
1 per cent level with degrees of freedom being 368. We conclude that the
group-specific frontiers are heterogeneous, i.e. banks of different countries
operate under distinct types of technology. It is noticeable that the translog
results lead to the same conclusion on the heterogeneity of group-specific
frontiers. The foregoing justifies the use of the meta-frontier model.8

Bootstrapping methods are used to obtain the standard errors attached
to the estimates of MF-LP and MF-QP with 10,000 replications. The same
applies to the translog case. The estimated standard error of a meta-frontier
parameter is calculated as the standard deviation of the 10,000 bootstrapped
parameter estimates. It is interesting to note that the coefficients of MF-LP
are somewhat close to those of the MF-QP. However, there are relatively
larger differences between both the meta-frontier coefficients and the
corresponding coefficients of the SFA-POOL. The vast majority of the

8Although they did not use a formal test like us, Bos and Schmiedel (2007) reached an analogous
result.

Table 3
Maximum Likelihood Estimates of the FF Cost Function Using Pooled Data, Together

with the Parameter Estimates of the Meta-frontier FF Cost Functions

Variable SFA-POOL MF-LP MF-QP

Constant 1.8187 (0.9165) 0.5693 (0.4577) 0.4966 (0.4919)
ln Y1 0.0476 (0.3893) 1.0026 (0.1539) 1.1766 (0.1694)
ln Y2 0.4733 (0.1609) 0.7445 (0.1063) 0.2587 (0.1021)
ln Y3 -0.0650 (0.0852) -0.6682 (0.1226) -0.2609 (0.0922)
ln W2 0.3110 (0.0417) -0.2742 (0.1971) 0.1699 (0.1581)
ln W3 0.5016 (0.0373) 0.8511 (0.1335) 0.5573 (0.1103)
ln Y1 ln Y1 0.0583 (0.0284) -0.0616 (0.0166) -0.0743 (0.0166)
ln Y2 ln Y2 0.0092 (0.0152) -0.0241 (0.0102) -0.0032 (0.0093)
ln Y3 ln Y3 0.0117 (0.0131) -0.1096 (0.0165) -0.0184 (0.0245)
ln Y1 ln Y2 -0.0913 (0.0084) -0.1052 (0.0181) -0.0540 (0.0227)
ln Y1 ln Y3 0.0418 (0.0088) 0.1909 (0.0195) 0.1120 (0.0184)
ln Y2 ln Y3 0.0271 (0.0077) 0.1074 (0.0195) 0.0467 (0.0186)
ln W2 ln W2 0.0239 (0.0054) -0.1509 (0.0282) -0.0861 (0.0205)
ln W2 ln W3 -0.0733 (0.0087) 0.2017 (0.0334) 0.1154 (0.0256)
ln W3 ln W3 0.0489 (0.0048) -0.0816 (0.0147) -0.0419 (0.0130)
ln W2 ln Y1 0.0490 (0.0083) 0.1561 (0.0331) 0.0767 (0.0332)
ln W2 ln Y2 0.0395 (0.0057) 0.1787 (0.0303) 0.1362 (0.0228)
ln W2 ln Y3 -0.0744 (0.0065) -0.2516 (0.0274) -0.1398 (0.0218)
ln W3 ln Y1 -0.0361 (0.0079) -0.1577 (0.0212) -0.0758 (0.0255)
ln W3 ln Y2 -0.0477 (0.0053) -0.1138 (0.0200) -0.1122 (0.0169)
ln W3 ln Y3 0.1012 (0.0059) 0.2239 (0.0198) 0.1636 (0.0157)
T -0.0833 (0.0123) -0.0567 (0.0323) -0.0232 (0.0361)
T2 0.0051 (0.0007) -0.0021 (0.0016) -0.0057 (0.0022)
T ln W2 -0.0197 (0.0026) -0.0429 (0.0099) -0.0387 (0.0076)
T ln W3 0.0169 (0.0021) 0.0344 (0.0069) 0.0300 (0.0058)
T ln Y1 0.0100 (0.0021) 0.0158 (0.0049) 0.0255 (0.0052)
T ln Y2 0.0047 (0.0017) 0.0073 (0.0049) 0.0004 (0.0051)
T ln Y3 -0.0084 (0.0018) -0.0145 (0.0043) -0.0196 (0.0041)
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bootstrapped standard deviations are relatively small to the corresponding
coefficients, implying that the MF-LP and MF-QP coefficients are quite
accurately estimated. Since the two sets of meta-frontier parameter estimates
give rise to very close estimates of the TGRs, we therefore arbitrarily select to
show the relevant results calculated using the MF-QP estimates so as to save
space.

4.2 TEs and TGRs

According to Table 4, the mean (standard deviation) TEs of the country
frontiers lie in scope from 0.733 (0.197) in Germany to 0.978 (0.023) in
Portugal during the 10-year period with an overall average value of 0.825 and
a standard deviation of 0.146. This result falls in the range achieved by past
bank efficiency studies for West European banks—e.g. Schure et al. (2004),
Altunbas et al. (2001), Carbo et al. (2002), Maudos et al. (2002) and Weill
(2004). These averages show that a representative bank in Germany is
capable of cutting its current expenditure by up to roughly 27 per cent, which
is ascribable to the managerial inability to optimize costs, while still produc-
ing the same output mix. In other words, the best practice bank in Germany
incurs 73 per cent of a representative bank’s cost in providing the same output
levels. The potential cost savings for an average Portuguese bank are around
2.2 per cent, whose actual cost is quite close to the country’s cost frontier.
Although the TI appears to be small in some countries, it is nevertheless
pervasive in the banking sectors of the sample states.

As far as the TGR is concerned, its mean value (standard deviation)
ranges from about 0.509 (0.136) in Denmark to 0.627 (0.182) in Belgium with
an overall mean value of roughly 0.558 (0.180). Belgian banks are found to
adopt the most advanced technology in order to offer a variety of financial
services to their customers, and their cost frontier is relatively closer to the
meta-cost frontier than other countries’ cost frontiers. Belgium banks can on
average cut their frontier costs by up to about 37 per cent, if the potential
technology available to all countries—the technology corresponding to the
meta-frontier—is undertaken. In contrast, Danish banks use the most infe-
rior production process to offer financial services, as their country frontier
lies the farthest away from the meta-frontier. The potential cost savings of an
average Danish bank are as high as 49 per cent of their frontier costs.

Note that as the standard deviations of the TE measures are less than
those of the corresponding TGRs for each country, variable TE is more
narrowly distributed around its mean value than is variable TGR. The
average values of TE and TGR obtained by Bos and Schmiedel (2007) are
equal to 0.805 and 0.991, respectively. However, their TGRs are found to be
more tightly distributed around the mean values than are TE measures, based
on their translog cost function. This may be attributed to the differences
of the functional form, variable definitions, and the assumption on the
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inefficiency term between theirs and this paper. They asserted that differences
between country-specific frontiers and a European meta-frontier are rather
small for the single European banking market.

Portuguese banks have the highest TE scores among all sample states
and also adopt superior production technologies, as their mean TGR (about
0.617) stands at the second highest. Belgian banks have a similar situation,
where they have both higher mean TE and TGR scores than the respective
overall averages. Conversely, German and Swiss banks exhibit both lower
mean TE and TGR scores than the respective overall averages. The remain-
ing banks in Austria, Denmark, Italy and Spain have above-average country-
specific mean TE scores accompanied by below-average mean TGRs, while
French banks have lower average country-specific mean TE scores along with
higher mean TGRs than the respective overall averages. French banks use
somewhat superior production technology to provide financial services at the
expense of having larger production inefficiency.

The mean values of OCE* vary from around 0.401 to 0.603 with an
overall mean value of 0.457. Their standard errors are all small due possibly
to the small standard errors of the TGRs. A representative bank is able to
shave up to 54 per cent of its current production cost for the given level of
outputs.9 All countries’ component TE is on average much higher than com-
ponent TGR, implying that the main source of inefficiencies stems from
undertaking inferior technology, instead of managerial inefficiency. As
expected, the mean overall technical efficiency scores relative to the meta-
frontier, OCE*, of Portugal and Belgium stand at first and second place,
respectively, and the mean OCE* of Germany ranks last, tightly close to
Switzerland and Austria. The foregoing confirms the argument that the exist-
ence of different technologies should be properly taken into account, espe-
cially when a researcher attempts to make comparisons of efficiencies in a
cross-border scenario.

We also estimate the standard translog cost frontier using the same data
set and the estimated coefficients are not shown. Analogous to the findings of
Huang and Wang (2004), the TE scores of individual countries obtained from
the FF cost frontiers exceed the corresponding TE scores obtained from the
translog counterparts.10

It might be interesting to explore whether the TE scores are correlated
with the TGRs. This relationship provides additional information on the
potential link between production efficiency and technology achievement.
Using the sample means of TE and TGR for the nine countries shown
in Table 4, we calculate their simple correlation coefficient as 0.1055. This

9Note that as the ratio of 54 per cent is calculated against the potentially most efficient cost
frontier for all sample countries, the potential per cent of cost savings tends to be high.

10It is quite interesting to note that our average TE scores of the FF function are also greater than
the mean TE score of the translog function yielded by Bos and Schmiedel (2007), despite
that the difference is not large.
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suggests that a higher mean value of TE is accompanied by a higher mean
value of TGR, implying that in a country operating under a more advanced
technology (a higher mean TGR) its banks’ realized costs tend to get closer to
its country frontier, leading to a higher average TE score. In contrast, a
strong negative relationship is found by the translog cost function since the
simple correlation coefficient is calculated as high as -0.8139.11 Evidence is
found by the translog model that banks on average, which are relatively
technically efficient with higher TE scores, are relatively technologically inef-
ficient with lower TGRs, and vice versa.

We next attempt to analyze the trending of the TE and the TGR during
the sample period. Figure 2 draws the mean values of the TE and TGR. The
mean TE scores derived from the FF function slightly decrease with time,
from around 0.85 to 0.80, while the mean TGRs vary from around 0.47
initially up to 0.60 and later down to 0.53. A similar time path was traced out
by Bos and Schmiedel (2007) for the mean TE scores. The secular trend of the
mean TGRs appears to be upward sloping, in spite of being not uniformly
increasing. This finding is inconsistent with Bos and Schmiedel (2007). One
thus may conclude that Europe’s banking markets have become more alike
over the sample period, as the gaps between country-specific frontiers and the
meta-frontier shrink during the sample period. The same trending of the
mean TE scores derived from our translog function is dissimilar, where its
mean TEs gradually grow with time, from 0.74 to 0.79, while its mean TGRs
exhibit a similar trending to the one deduced from the FF function, from 0.40
up to 0.50 for the first eight years and then down to 0.47 in the last year.
Recall that our data do not support the adequacy of the translog form. The
conclusion drawn from the translog model—that the mean TE improves over

11Battese et al. (2004) yielded a similar negative relationship between TE and TGR, using a
translog production function.
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time in a tardy way—may be doubtful. In any event, Fig. 2 paints a picture
characterizing the gradual evolution process, to which a firm’s efficiency
measure is expected so.

We finally outline the estimated measures of scale economies. The scale
economy estimates for the country-specific frontiers are about unity, imply-
ing that the representative bank is operating close to constant returns to scale.
This outcome is congruent with previous studies, such as Vennet (2002),
Cavallo and Rossi (2001), Altunbas and Molyneaux (1996) and Allen and
Rai (1996). The mean scale economy measures from the SFA-POOL are
much less than unity, which is likely to be caused by the invalid imposition of
a common production technology on the financial industry across countries,
leading to inconsistent parameter estimates. The use of these parameter
estimates seems to underestimate the measures of scale economies. It is found
that an average bank of the sample states, except for Austria, exhibits increas-
ing returns to scale. The translog model reaches similar results.

5 Concluding Remarks

The application of the newly developed meta-cost function solves the incom-
parability problem to some extent, when one attempts to compare the TE
scores for banks across countries, due to the fact that those banks potentially
operate under different technologies. The existence of multiple technologies
justifies the use of the meta-cost frontier, under which the relevant TEs are
evaluated against the common cost frontier.

It is crucial to note that the meta-frontier model offers insightful infor-
mation by subdividing the measure of OCE* into measures of TE and
TGR. Informed by this underlying information, both bank managers and
regulators know the sources of a bank’s measured performance, enabling
them to redistribute scarce resources to where they are most needed and
productive. Lacking such valuable information, managers’ and regulators’
decisions may lead to undesirable consequences of raising the production
costs and the selling price, which in turn distort resource allocation. The
meta-cost frontier approach helps facilitate researchers in characterizing a
bank’s production process and provides a common standard against which
banks’ efficiencies in different countries can be correctly compared with one
another.

The mean TE scores for the sample countries are detected to fall into the
range of prior works and are positively correlated with the TGRs. This
implies that a relatively technically efficient bank is also technologically
efficient and vice versa. To be more specific, a bank that is producing closer
to (farther away) the production frontier is apt to adopt more (less) advanced
technology in order to provide various financial services. It is beneficiary for
a bank to adopt new innovations quickly since its TE can be promoted at the
same time. Most of the average TGRs for the sample countries are much less
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than those of the average TE scores. Sample banks should be devoted to
promoting their production technology. Since the secular trend of the mean
TGRs is upward sloping, one is led to conclude that European banks tend to
adopt similar and more advanced technology during the sample period. The
convergence in technology is potentially induced by the integration in
EU banking as banks must undertake innovations quickly to lower their
production costs. By doing so, they can survive in such a more competitive
atmosphere.

References

Aigner, D. J., Lovell, C. A. K. and Schmidt, P. (1977). ‘Formulation and Estimation
of Stochastic Frontier Production Function Models’, Journal of Econometrics,
Vol. 6, pp. 21–37.

Allen, L. and Rai, A. (1996). ‘Operational Efficiency in Banking: an International
Comparison’, Journal of Banking and Finance, Vol. 20, pp. 655–672.

Altunbas, Y. and Molyneaux, P. (1996). ‘Economies of Scale and Scope in European
Banking’, Applied Financial Economics, Vol. 6, pp. 367–375.

Altunbas, Y., Liu, M. H., Molyneux, P. and Seth, R. (2000). ‘Efficiency and Risk in
Japanese Banking’, Journal of Banking and Finance, Vol. 24, pp. 1605–1628.

Altunbas, Y., Gardener, E. P. M., Molyneux, P. and Moore, B. (2001). ‘Efficiency in
European Banking’, European Economic Review, Vol. 45, pp. 1931–1955.

Battese, G. E. and Coelli, T. J. (1992). ‘Frontier Production Functions, Technical
Efficiency and Panel Data: with Application to Paddy Farmers in India’, Journal
of Productivity Analysis, Vol. 3, pp. 153–169.

Battese, G. E. and Prasada Rao, D. S. (2002). ‘Technology Gap, Efficiency and a
Stochastic Meta-frontier Function’, International Journal of Business and Eco-
nomics, Vol. 1, pp. 1–7.

Battese, G. E., Rao, D. S. P. and O’Donnell, C. J. (2004). ‘A Metafrontier Production
Function for Estimation of Technical Efficiencies and Technology Gaps for
Firms Operating under Different Technologies’, Journal of Productivity Analysis,
Vol. 21, pp. 91–103.

Baumol, W. J., Panzar, J. C. and Willig, R. D. (1982). Contestable Markets and the
Theory of Industry Structure, New York, Harcourt Brace Jovanovich.

Berger, A. N. (1993). ‘Distribution-free Estimates of Efficiency in the U.S. Banking
Industry and Tests of the Standard Distributional Assumptions’, Journal of
Productivity Analysis, Vol. 4, pp. 261–292.

Berger, A. N. and DeYoung, R. (1997). ‘Problem Loans and Cost Efficiency in
Commercial Banks’, Journal of Banking and Finance, Vol. 21, pp. 849–870.

Berger, A. N. and Mester, L. J. (1997). ‘Inside the Black Box: What Explains Differ-
ences in the Efficiencies of Financial Institutions?’, Journal of Banking and
Finance, Vol. 21, pp. 895–947.

Berger, A. N., Leusner, J. H. and Mingo, J. J. (1997). ‘The Efficiency of Bank
Branches’, Journal of Monetary Economics, Vol. 40, pp. 141–162.

Bos, J. W. B. and Schmiedel, H. (2007). ‘Is There a Single Frontier in a Single
European Banking Market?’, Journal of Banking and Finance, Vol. 31, pp. 2081–
2102.

Carbo, S., Gardener, E. P. M. and Williams, J. (2002). ‘Efficiency in Banking: Empiri-
cal Evidence from the Savings Banks Sector’, The Manchester School, Vol. 70, pp.
204–228.

The Manchester School858

© 2011 The Authors
The Manchester School © 2011 Blackwell Publishing Ltd and The University of Manchester



Cavallo, L. and Rossi, S. P. S. (2001). ‘Scale and Scope Economies in the European
Banking Systems’, Journal of Multinational Financial Management, Vol. 11, pp.
515–531.

Chalfant, J. A. and Gallant, A. R. (1985). ‘Estimating Substitution Elasticities with
the Fourier Cost Function: Some Monte Carlo Results’, Journal of Econometrics,
Vol. 28, pp. 205–222.

Coelli, T. J. (1996). ‘A Guide to FRONTIER Version 4.1: a Computer Program for
Stochastic Frontier Production and Cost Function Estimation’, CEPA Working
Paper.

Cornwell, C., Schmidt, P. and Sickles, R. C. (1990). ‘Production Frontiers with
Cross-sectional and Time-series Variation in Efficiency Levels’, Journal of Econo-
metrics, Vol. 46, pp. 185–200.

DeYoung, R., Hasan, I. and Kirchhoff, B. (1998). ‘The Impact of Out-of-state Entry
on the Efficiency of Local Banks’, Journal of Economics and Business, Vol. 50, pp.
191–203.

Eastwood, B. J. (1991). ‘Asymptotic Normality and Consistency of Semi-
nonparametric Regression Estimators Using an Upwards F Test Truncation
Rule’, Journal of Econometrics, Vol. 48, pp. 151–181.

Eastwood, B. J. and Gallant, A. R. (1991). ‘Adaptive Rules for Semi-nonparametric
Estimators that Achieve Asymptotic Normality’, Econometric Theory, Vol. 7, pp.
307–340.

Gallant, A. R. (1981). ‘On the Bias in Flexible Functional Forms and an Essentially
Unbiased Form: the Fourier Flexible Form’, Journal of Econometrics, Vol. 15,
pp. 211–245.

Gallant, A. R. (1982). ‘Unbiased Determination of Production Technologies’, Journal
of Econometrics, Vol. 20, pp. 285–323.

Goddard, J., Molyneux, P., Wilson, J. O. S. and Tavakoli, M. (2007). ‘European
Banking: an Overview’, Journal of Banking and Finance, Vol. 31, pp. 1911–
1935.

Huang, T. H. and Wang, M. H. (2004). ‘Comparisons of Economic Inefficiency
between Output and Input Measures of Technical Inefficiency Using the Fourier
Flexible Cost Function’, Journal of Productivity Analysis, Vol. 22, pp. 123–
142.

McAllister, P. H. and McManus, D. (1993). ‘Resolving the Scale Efficiency Puzzle in
Banking’, Journal of Banking and Finance, Vol. 17, pp. 389–406.

Maudos, J., Pastor, J. M., Perez, F. and Quesada, J. (2002). ‘Cost and Profit Efficiency
in European Banks’, Journal of International Financial Markets, Institutions and
Money, Vol. 12, pp. 33–58.

Meeusen, W. and Van Den Broeck, J. (1977). ‘Efficiency Estimation from Cobb–
Douglas Production Functions with Composed Error’, International Economic
Review, Vol. 18, pp. 435–444.

Mitchell, K. and Onvural, N. M. (1996). ‘Economies of Scale and Scope at Large
Commercial Banks: Evidence from the Fourier Flexible Function Form’, Journal
of Money, Credit and Banking, Vol. 28, pp. 178–199.

O’Donnell, C. J., Prasada Rao, D. S. and Battese, G. E. (2008). ‘Metafrontier Frame-
works for the Study of Firm-level Efficiencies and Technology Ratios’, Empirical
Economics, Vol. 34, pp. 231–255.

Schmidt, P. and Sickles, R. C. (1984). ‘Production Frontiers and Panel Data’, Journal
of Business and Economic Statistics, Vol. 2, pp. 367–374.

Schure, P., Wagenvoort, R. and O’Brien, D. (2004). ‘The Efficiency and the Conduct
of European Banks: Developments after 1992’, Review of Financial Economics,
Vol. 13, pp. 371–396.

Bank Efficiencies and Technology Gaps 859

© 2011 The Authors
The Manchester School © 2011 Blackwell Publishing Ltd and The University of Manchester



Vennet, R. V. (2002). ‘Cost and Profit Efficiency of Financial Conglomerates and
Universal Banks in Europe’, Journal of Money, Credit, and Banking, Vol. 34, pp.
254–282.

Weill, L. (2004). ‘Measuring Cost Efficiency in European Banking: a Comparison
of Frontier Techniques’, Journal of Productivity Analysis, Vol. 21, pp. 133–
152.

The Manchester School860

© 2011 The Authors
The Manchester School © 2011 Blackwell Publishing Ltd and The University of Manchester


