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Abstract

Bibliographic data and publication data are composed 
of subfields such as “author,” “title,” “journal,” and “year.” 
Citation analysis of articles in scholarly journals is a very 
effective method for their evaluation. This paper proposes 
a system for analyzing bibliographic component strings, 
which is based on the technique of Conditional Random 
Fields (CRF). The system is composed of two major 
modules: the Bibliographic Extraction Module (BEM) and 
the Statistical Evaluation Module (SEM). The objective 
of the Bibliographic Extraction Module is to extract the 
bibliographic components based on the machine learning 
technique, and the objective of the Statistical Evaluation 
Module is to turn the extracted bibliographic information 
into a statistical report. 

In this paper, we apply the CRF technique to build 
a probability model for dividing sequential data and 
giving proper tags to the components according to their 
characteristics. This is the framework for building the BEM 
to segment and label bibliographic information, identifying 
the author’s name, journal’s name, date of publication and 
so on. Then we employ the SEM to filter and match the 
intermediate representations produced by the BEM. In 
the end, the SEM will output the final evaluation report. 
Experimental results show that our system is reliable, with 
excellent overall efficiency.

Keywords: Conditional random field, Citation analysis, 
Machine learning.

1   Introduction

As electronic literature is disseminated in the open 
Internet environment, it is quite easy both to publish and 
to access an article. However, as more and more articles 
become widely dispersed on the Internet, it becomes a time-
consuming and effort-intensive job to search a targeted 
article. It would be efficient for a researcher to analyze the 
citations and appraisals of articles if those articles could 
be arranged in a logical sequence. It would also be very 

convenient to offer the linkage for a citation among authors 
when users navigate electronic literature. 

Chieu and Ng [5] define information extraction 
as a problem of classification. Automatic information 
abridgement is the process of extracting the most important 
information automatically from a set of data by using 
a computer. Some sorts of classification methods, such 
as regular expressions, rule-based parsers and machine 
learning, have been utilized on text classification [10]. 
Among these methods, machine learning is as suitable as 
symbolic learning [25], grammar induction [4], Support 
Vector Machines (SVM) [9], Hidden Markov Models 
(HMM) [26] and statistical methods [23] for automatic 
metadata extraction.

This research tries to extract important information 
such as author, article title, journal name and publication 
date from the sequential data of bibliographic references. 
For example, consider the reference “C. C. Lee, M. S. 
Hwang, and W. P. Yang, ‘Extension of Authentication 
Protocol for GSM,’ IEEE Proc. Commun., vol. 150, no. 2, 
pp. 91-95, 2003.” In this paper, we propose an automatic 
bibliographic component extraction system capable of 
properly dissecting important data from the author names: 
“C. C. Lee, M. S. Hwang, and W. P. Yang”, and the article 
title, “Extension of Authentication Protocol for GSM.” 
The purpose is to convert unstructured bibliographic data 
elements into structured ones, setting their meanings and 
observing them from different dimensions, thereby making 
it possible to classify them and search them.

The primary prerequisite of our system design is to 
exhibit maximal tolerance for the different bibliographic 
formats that result from various systems of writing. We 
extract each field of bibliographic components by applying 
the machine learning technique. According to our review, 
the CRF [11] technique has been utilized in such tasks 
as name entity extraction [14], table extraction [17] and 
shallow parsing [21]. CRF has the advantages of both the 
finite-state Hidden Markov Models (HMM) and Support 
Vector Machines (SVM) techniques, such as considering 
dependent features through sequencing. Thus, we use CRF 
in this research to build a probability model for dividing 
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sequential data and giving the individual components 
proper tags according to their characteristics.

2   Literature Review

The machine learning technique has been widely 
used in information extraction. There are two categories 
of learning methods. One of them, rule-based learning, is 
used in the Rapier, BWI and (LP)2 models, which extract 
required information via the training and learning that 
occurs from following given rules. The other category 
of learning methods is statistical machine learning, as 
exemplified in Maximum Entropy, HMM and SVM. 

In this section we present and compare three machine 
learning methods frequently used in information extraction. 
The Support Vector Machines (SVM), Hidden Markov 
Models (HMM), and Conditional Random Fields (CRF) 
models are reviewed.

2.1 Support Vector Machines
Support Vector Machines (SVM) is a learning tool 

[24] developed by Vapnik and his co-workers for data 
classification, regression and pattern recognition. The 
learning method of statistical learning theory, based on the 
Kernel Function, has many unique advantages in solving 
small-sample, non-linear and high-dimensional pattern 
recognition issues and has gained outstanding results on 
pattern recognition, function approximation and probability 
density estimation.

The applications of SVM are various, such as text 
categorization, image recognition [2], hand-written digit 
recognition [1], data mining and bioinformatics [8]. SVM is 
built upon the concepts of statistical learning, neural networks 
and optimal theory. It features (1) the ability to handle both 
linear and non-linear problems, and (2) no limitation of data 
volume. Therefore, SVM algorithms can provide an effective 
means of solving the categorization problems of high-volume 
data. SVM uses the binary classification method to sort the 
data [15] and can process many dependent features to map 
N-dimensional input space into a high-dimensional feature 
space with a non-linear classifier.

Basically, SVM is a kind of forward neural network 
in nature. According to the inference of structured risk 
minimization, and under the assumption of minimizing the 
error of training samples, we have raised the generalized 
capability of the classifier as high as possible in our 
research. From the implementation point of view, the core 
concept of training SVM is equivalent to solving a linear 
constrained quadratic planning problem, thus constructing 
a hyper plane as a decision platform that maximizes the 
distance between two classes in the characteristic space and 
guarantees the best global solution.

2.2 Hidden Markov Model
The Hidden Markov Model  (HMM) was f irs t 

described in a series of statistical theses by Leonard E. 
Baum and other scholars in the late 1960s. One of its first 
applications was voice recognition, commencing in 1989 
[18]. In addition to voice recognition, HMM is now also 
applied to optical signal recognition, machine translation, 
bioinformatics and genome analysis.

According to the definition given by Lawrence in 
1989 [12], the HMM is a statistical model which is used 
to describe the Markov process implied with unknown 
parameters. Its challenge is to determine the implied 
parameters from observable ones and thus to make further 
analysis with them. The states of the HMM are uncertain or 
invisible. The observed events and the states are not in one-
to-one correspondence, though they are correspondingly 
related through a set of probability distribution. The HMM 
utilizes a dual-random process composed of two parts; the 
first part consists of Markov Chains, which describe the 
transition of the states, and the other part is the general 
random process that describes the relationship between the 
states and the series of observations. 

Some researchers have previously applied the HMM 
technique to information retrieval. In 1997, Bikel used the 
HMM to retrieve nouns (such as “Price”) from unstructured 
documents [3]. In 2000, Freitag retrieved related phrases 
from documents with unrelated words [7]. Leek used the 
HMM to retrieve the information of locations and gene-
related nouns from documents [13]. 

In order to define the HMM precisely, some required 
elements have to be understood. Here, we use the 5-element 
model λ = (N, M, π, A, B) to describe the HMM. Please 
refer to Table 1 below:

Table 1 HMM Basic Elements

Parameter Meaning
N No. of states
M No. of possible observations of each state 
A Matrix of time-independent state transition 

probability
B Observation probability distribution under 

given state
π Space probability distribution of initial state

2.3 Conditional Random Fields
Conditional Random Fields (CRF) is a probability 

model for dividing and marking structured data as 
sequences, matrices and trees [11]. Lafferty mentioned that 
CRF is trained by the indirect graphic model to maximize 
the conditional probability [11]. Through sequentially 
tagging specific parts of the observation to define the 

04-Sheu.indd   738 2012/9/26   上午 11:45:41



739Automatic Bibliographic Component Extraction Using Conditional Random Fields

conditional probability distribution, CRF is superior to the 
HMM regarding the nature of the conditions. Besides, CRF 
also avoids the symptom of tagging deviation. Currently, 
CRF techniques are used in fields such as named entity 
recognition [14], table extraction [17], shallow parsing [21] 
and flexible features learning [22].

In the further development of the CRF tool, Kudo has 
proposed a CRF++ tool for information extraction [13]. 
CRF++ is an open-source toolset which can construct 
a simple way to solve problems according to specified 
requirements. It can be used to classify the elements from 
sequential data, corresponding to their tags. It is designed 
to fulfill the general requirements for Natural Language 
Processing (NLP) tasks, such as named entity recognition, 
information extraction and text dividing.

A prerequisite to using the CRF++ tool is knowledge 
of the format of the training and testing files. The format of 
the training and testing files has to contain multiple tokens 
with multiple fields. Each token must either be written on a 
single line and separated by a space or be put into a table. 
The sequence of the tokens can form a sentence. Sentences 
are separated by a space line. Each token is depicted as 
three fields:
(1) Word itself, such as “reckons.”
(2) Part-Of-Speech (POS), such as “VBZ.”
(3) Divided Tag in IOB2 format.

As for the Part-Of-Speech (POS) function, the NLP 
Processor, developed by the University of Edinburgh [14], 
uses the enhanced Penn Treebank Tag-set for training. 
The training set is around 1 million words compiled from 
documents on the Internet. The NLP processor determines 
the grammatical classification of each word of a sentence.

Here, we use the following sentence as an example 
to explain the training and testing files: “He reckons the 
current account deficit will narrow to only #1.8 billion in 
September.” The format of these files should be transformed 
into the three categories of Word, POS and Tag for each 
token. Therefore, the example input value is transformed 
into the format shown in Table 2.

In the training stage, we use the Crf_learn command as 
follows:

% Crf_learn template_file train_file model_file 

Note that the template_file and the train_file should be 
prepared by the user in advance. The Crf_learn command 
will create the training model and store it in the model_file. 

In the testing stage, we use the Crf_test command as 
follows:

% Crf_test -- m model_file, testing_files …

The model_file was built by the Crf_learn command; 
thus, we do not need to build it. In the process of testing, 
users need not specify the template_file, as the model_
file already has the template information. The testing_file 
contains the testing material you will use for marking the 
tags. Table 3 is an example of the result of a Crf_test. 

Table 3 Example of Crf_Test Output

Word POS Tag Prediction
Rockwell NNP B B

International NNP I I
Corp. NNP I I

‘s POS B B
Tulsa NNP I I
unit NN I I

..

The last column contains the prediction tags. The 
accuracy rate can be calculated by simply comparing the 
differences between the third and fourth columns, if column 
three contains the standard tag. 

3   Automatic Bibliographic Extraction 
Based on CRF

We use CRF to solve the problems of bibliographic 
component extraction by turning unstructured sequential 
data into structured ones by trying to extract the 

Table 2 Example of the Training and Testing File Format

Word POS Tag
He PRP B-NP

Reckons VBZ B-VP
the DT B-NP

Current JJ I-NP
Account NN I-NP
Deficit NN I-NP
Will MD B-VP

Narrow VB I-VP
To TO B-PP

Only RB B-NP
# # I-NP

1.8 CD I-NP
Billion CD I-NP

In IN B-PP
September NNP B-NP

. . 0

04-Sheu.indd   739 2012/9/26   上午 11:45:41



Journal of Internet Technology Volume 13 (2012) No.5740

components correctly, and giving each component a proper 
tag and meaning according to its feature.

In this section we will first define the problems of 
bibliographic component extraction by investigating input 
and output data. This is, followed by an introduction to 
the operation of each module in the system and then a 
discussion of the design and construction of the whole 
system. System implementation results will be shown in the 
final part of this section.

3.1	 Definition	of	Problems
The problems of bibliographic component extraction 

are similar to those of information extraction. We need to 
extract required information, such as author, year, journal 
title etc. However, each article may use a specific article 
format, in which the writing of the name or the acronyms 
is different. Dealing with the various possible formats of 
a single article is the key issue in handling bibliographic 
component extraction. As an example, the following 
bibliographic entries reference the same book but with 
different formatting.
Format 1: L. Breiman, J.H. Friedman, R.A. Olshen, and 

C.J. Stone. Classification and Regression Trees. 
Wadsworth, Pacific Grove, California, 1984.

Format 2: L. Breiman, J. Friedman, R. Olshen, and C. 
Stone. Classification and Regression Trees. 
Wadsworth and Brooks, 1984.

Format 3: L. Breiman et al. Classification and Regression 
Trees. Wadsworth, 1984.

3.2 System Operation Flow
The bibliographic component extraction system 

proposed in this research, which uses CRF as a background 
technique, is composed of two major modules: the 
Bibliographic Extraction Module (BEM) and the Statistical 
Evaluation Module (SEM).

The objective of the BEM is to extract the bibliographic 
components based on the machine learning technique. The 
objective of the SEM is to turn the extracted bibliographic 
information into a statistical report. As noted above, the 
formatting of the bibliographic components may not be 
uniform.

Figure 1 shows the operational flow of the BEM. 
This module is further divided into a Training Phase and a 
Testing Phase. In the Training Phase, we enter the Feature 
Template (containing the features used in training and 
testing) and the Training Corpus (containing training data, 
which were tagged manually in advance). The system with 
learning capability extracts the representational features 
automatically from the Training Corpus and uses its 
corresponding summary to produce the rule and construct 
the trained model by using CRF learning algorithms.

BEM

Training
phase

Testing
phase

Train file

Feature
Templates

Trained
Phase

Test file

Bibliographic

information

Intermediate 

Representation

Figure 1 Bibliographic Extraction Module

In the Testing Phase, enter the Testing Corpus (testing 
data) with the same format as, but not belonging to, the 
Training Corpus. The system will extract representational 
features by learned rules that combine with the trained 
model to produce the estimated summary of the Testing 
Corpus.

For example, in the Training Phase, we enter the 
Training Corpus with manually entered tags, such as 
“<name>Hsin-Ping Chou</name>” and “<name>LBLin</
name>,” to produce the training model. When entering 
“CCLee” during the Testing Phase, the system will produce 
the estimated summary of the Testing Corpus by learned 
rules and the output is the intermediate representation 
“<name>CCLee</name>.”

After receiving the intermediate representation, the 
SEM calculates and filters the data by the conditions of 
author, title, journal, and year and then summarizes the 
bibliographic components that meet the specified year 
and journal category conditions to generate the article 
evaluation report, as shown in Figure 2.

SEM

Filter 
phase

Match
phase

Evaluation 
phase

Evaluation

Report

Intermediate 

Representation

Figure 2 Statistical Evaluation Module
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As an example, suppose there is a piece of intermediate 
representation as follows:
<name>CCLee</name>
<title> Extension of Authentication Protocol for GSM</

title>
<journal> IEEE Procedure Communication </journal>
<year>2003</year>

Suppose that the journal articles of CCLee between 
the year of 2001 and 2005 should be classified into several 
categories (say, SCI and SSCI) to count the total number. 
When the above intermediate representation enters the 
SEM module, the SEM will begin to check if the author is 
CCLee, and then check if the publication date is between 
2001 and 2005. In the second step, the module will check 
to determine whether the journal belongs to SCI or SSCI. 
The intermediate representations of other articles will be 
processed in the same way. Finally, the SEM summarizes 
and calculates the total number of articles that meet the 
specified conditions and generates the article evaluation 
report for CCLee.

In summary, the system operation flow begins with 
entering the bibliographic information to the BEM to 
generate the intermediate representation through the 
Training Phase. The intermediate representation is 
then processed by the SEM to generate the final article 
evaluation report. 

3.3 System Design
In the Training Phase, we first enter the manually 

tagged Training Corpus and Feature Template. Note that 
the format of the Training Corpus and Testing Corpus are 
the same, although they do not contain the same data set. 
The corpus has to contain multiple tokens, with each word 
treated as a token. As a result, every token contains three 
fields:
(1) Word, such as Hsin-Ping.
(2) Part-Of-Speech (POS), such as NNP.
(3) Divided Tag shown in  IOB2 format ,  such as 

B-PERSON.
Every token and its POS and tag should be written 

on one line. A series of tokens can compose a sentence. 
Every row is separated by a space or with the table. Every 
sentence is separated by a space line.

For example, suppose the input value of the Training 
Corpus and Testing Corpus is:
C. C. Lee, “Extension of Authentication Protocol for 
GSM,” IEEE Procedure Communication, vol. 150, no. 2, 
pp. 91-95, 2003. 

The input value is first transformed into the 3-column 
format of the corpus (i.e., word, POS, tag), as shown in 
Table 4:

Table 4 Format of Training Corpus and Testing Corpus

Word POS Tag
C NNP B-PERSON
. . 0
C NNP I-PERSON
. . 0

Lee NNP I-PERSON
, , 0
“ “ 0

Extension NN B-TITLE
Of IN I-TITLE

Authentication NN I-TITLE
Protocol NN I-TITLE

For IN I-TITLE
GSM NNP I-TITLE

, , 0
“ “ 0

IEEE NNP B-ORGANIZATION
Procedure NN I-ORGANIZATION

communication NN I-ORGANIZATION
, , 0

Vol NNP 0
. . 0

150 CD 0
, , 0

pp NNP 0
. . 0

91 CD 0
- - 0

95 CD 0
, , 0

2003 CD B-YEAR
. . 0
.. .. 0

Second, we prepare the Feature Template, which 
contains the features used in both the training and testing 
phases. Its basic format is %X [row, col]. It is used to 
determine a token in the input data, where “row” specifies 
the row number relative to the current row and “col” is the 
absolute column number. Table 5 shows an example of the 
Feature Template that uses the third row as the current row:

If it is necessary to clarify the relative position of 
a token, the user can use a mark for this purpose. For 
example, in Table 6, both “%x[0,1]” and “%x[-2,1]” 
represent “NNP”. However, they are distinct ones. In 
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order to distinguish between them, an independent mark 
(“U01” or “U02”) can be added into the template, such 
as “U01:%x[0,1]” and “U02:%x[-2,1]”. Under such 
circumstances, the two templates will be treated as different 
ones.

Additionally, only the letters of the author’s name 
are extracted, while any punctuation marks are discarded. 
For example, “C.C.Lee” will be extracted as “CCLee.” 
This is to avoid mistakes caused by the punctuation 
when processing the author extraction. Acronyms will 
be extracted directly and treated as proper nouns. The 
comparison of the acronyms is left to be treated in the SEM. 
In regards to dashes, or hyphens, there are two different 
treatments. When a dash appears with numbers, such as 
181-195, the 181 and the 195 are treated as numbers while 
the dash is treated as a symbol. In the case of words with 
dashes or hyphens, “Hsin-Ping” for example, it is all treated 
as a single word. 

3.4 The Bibliographic Extraction Module
In the BEM development, the Training Corpus, shown 

in Figure 3, and the Feature Template, shown in Figure 
4, need to be prepared in advance. During the Training 
Phase, the command Crf_learn uses the method of CRF to 
extract the representational features automatically from the 
Training Corpus. Then, the extracted features are stored 
into the trained model, and the corresponding rules are 
produced at the same time.

The command Crf_learn will create the trained model 
and store it in the model file by using the following 
command:

% Crf_learn template_file train_file model_file

The training process that follows execution of the Crf_
learn command is shown in Figure 5.

In the Testing Phase of the BEM, the system extracts 
the related features according to the learned rules first. Then 
it creates the estimated summary of the Testing Corpus 
by applying the learned rules and trained model (created 
by the Crf_learn command). In the process of testing, the 
user doesn’t need to specify the Feature Template, as it is 
already in the model. Note that the format of the Testing 
Corpus should be the same as that of the Training Corpus. 
However, the contents of the Testing Corpus do not belong 
to the Training Corpus, and the Crf_test command can be 
used for testing:

% Crf_test –m model_file,, testing_files …

as shown in Figures 6 and 7.

Table 5 Example of the Feature Template

Training Corpus col0 col1 col2
r-2 C NNP B-PERSON
r-1 . . 0
r0 C NNP I-PERSON
r1 . . 0
r2 LEE NNP I-PERSON

Table 6 Feature Template

Template Extended Feature
%x[0,0] C
%x[0,1] NNP
%x[-1,0] .
%x[-2,1] NNP

%x[0,0] / %x[0,1] C/NNP
ABC%x[0,1]123 ABCNNP123

Figure 3 Training Corpus

Figure 4 Feature Template

Figure 5 Training Process

Figure 6 Testing Corpus
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3.5 The Statistical Evaluation Module (SEM)
The intermediate representation is created after entering 

the article list to the BEM and completing the training 
and Testing Phase. The SEM will filter and compare 
the different conditions by year and category, and then 
summarize those meeting the conditions for each category 
respectively. Finally, the SEM will create the article 
classification statistics report. 

Figure 8 shows an example of the inquiry of the status 
of C.C. Lee’s articles from 2001 through 2005 in our 
system. Figure 9 shows the result of the statistics report, 

which indicates that CCLee published three articles of SCI 
and no articles of SSCI from 2001 through 2005.

4   Experimental Results

4.1 The Experimental Data
We collected bibliographic information from the faculty 

database of National Dong Hwa University in Taiwan. 
The scope of the collection was the professors’ publication 
lists from the Institute of Science & Engineering and the 
Institute of Management. Our study required two separate 
bibliographic collections: the Training Corpus and the 
Testing Corpus. To make these two collections similar yet 
unique, we extracted articles of the same type (category) 
but with different forms and contents. It’s worth mentioning 
that we only extract information from the publication list 
or the reference section. This is quite different from other 
methods that extract from the content of articles.

The Training Corpus we compiled contains 100 articles 
collected from eight departments of the two institutes. Each 
article is characterized by four bibliographic items: Author, 
Title, Journal and Year. The Testing Corpus contains 
another 50 articles. The selection criteria of each corpus 
are as different as possible on the bibliographic items 
and the composition sequence of items. We used these 
corpuses to test the bibliographic extraction performance 
of our system for various items and sequences. Although 
the type of information collected in the Training Corpus 
and Testing Corpus is the same, the fact that they contain 
different bibliographic data maintains the integrity of the 
experiments.

4.2 Evaluation Method
We used the Precision Method [6], Recall Method [6] 

and F-Measure Method [19] in our work to evaluate the 
performance of the extraction:

Overall Evaluation:  The overall  accuracy of 
classification of the extracted items from the publication 
data is represented by this formula:

  (1)

Class-Specific Evaluation: Specific class means that 
we performed a separate evaluation for each extracted item: 
Author, Title, Journal and Year. Assuming that the actual 
number of phrases in the Training Corpus is A, and the total 
number of phrases extracted by the system is B, then the 
precision, recall and F-Measure are defined as follows:

Figure 7 Example of Crf_test Output

Figure 8 Inquiry of Professor CCLee’s Issuance Status from 
2001 through 2005

Figure 9 Professor CCLee’s Statistics of Issuance by Category
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 (2)

 (3)

  (4)

4.3 Experimental Results and Evaluation
We used the method described in this paper to test the 

extraction performance of publication data. We extracted 
four items from the 50 data entries of the Testing Corpus. 
Table 7 contains the evaluation of these system extraction 
results. The data show that the overall precision of our 
bibliographic extraction system is 98.46%. 

Table 7 The Precision, Recall, F-Measure and Overall Evaluation

Overall 98.46%
Class Name Precision Recall F-Measure

Author 100% 100% 100%
Title 99.1% 100% 99.55%

Journal 100% 98.73% 99.36%
Year 100% 96% 97.96%

Average 99.775% 98.68%

Comparing the overall and specific item efficiencies, 
the experimental results show that the Recall figures 
for “Journal” and “Year” are lower than the others. The 
successful Recall rate of “Journal” is 98.73%, due to the 
fact that journal names are sometimes recognized as a 
“Title.” instead. Moreover, the successful Recall rate of 
“Year” is 96%, the lowest of all the ratings. This is because 
the item “Year” in the bibliographic extraction is easily 

misjudged as a page number and sometimes is even omitted 
due to ambiguous formatting. Here are some examples of 
misjudgments:
(1) “Year” misjudged as “Title:”
 Shi-Cheng Liu and Shinfeng D. Lin, 2006. BCH 

Code-Based Robust Audio Watermarking in the 
Cepstrum Domain, Journal of Information Science and 
Engineering, Vol. E89-D, No. 3, pp. 535-543.

(2) Ambiguous format for “Year:”
 Chen, Hong, and Yat-wah Wan, [2005, May]. Capacity 

competition of make-to-order firms, Operations 
Research Letters, Vol. 33, No. 2, pp. 187-194.
To evaluate the overall efficiency of our method, we 

made a comparison of our results with Seymore’s [20], 
which is based on HMM, and Peng’s [16], which is based 
on CRF theory. The comparison is illustrated in Table 8. 
The data show that the overall efficiency of our results 
is 98.46%, which is better than the overall efficiency of 
Seymore’s results, which is 85.1%. Our overall efficiency 
is also better than the overall efficiency of the CRF-based 
method proposed by Peng, which is 95.37%. Furthermore, 
the data show that our method is superior in the extraction 
of “Author” items, achieving 100% in both Precision and 
F-Measure.

To assess the performance of our system, we 
implemented experiments comparing the number of 
training data processed, precision and time of training. The 
results are shown in Table 9. We can see that the precision 
of the extraction grows correspondingly with the number of 
training data processed. When the number of training data 
is more than 90, the precision reaches the highest value.

5   Conclusions and Future Work

This paper presents a bibliographic extraction system, 
which is based on CRF theory. Using the CRF machine 
learning technique, we can extract the items of “Author,” 
“Title,” “Journal,” and “Year” from bibliographic references 
with high accuracy and produce classified statistics of 
articles based on a specific purpose. 

Table 8 Comparison of Our Results with Seymore’s [20] and Peng’s [16]

Seymore [20] Peng [16] Our Results
Overall 85.1% 95.37% 98.46%

Pre. F-m Pre. F-m Pre. F-m
Author 96.8% 92.7% 99.9% 99.4% 100% 100%
Title 94.4% 85% 97.7% 93.7% 99.1% 99.55%

Journal 96.6% 67.7% 99.1% 91.3% 100% 99.36%
Year 99.7% 96.9% 99.8% 98.9% 100% 97.96%

Average F-m 85.58% 95.83% 99.22%
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The results of our research show that:
(1) Different from prior research that used the SVM 

or HMM machine learning technique, we have 
successfully extracted English publication data based 
on the CRF theory in this paper. We used the CRF 
machine learning technique, combined with POS 
phrase judgment and word marking for identifying 
bibliographic items correctly.

(2) Our CRF-based automatic bibliographic extraction 
system exhibited 98.46% overall efficiency, which 
is better than Seymore’s HMM-based bibliographic 
extraction method [20], which achieved 85.1% 
efficiency. Our results are also better than the overall 
efficiency of Peng’s [16] CRF-based extraction method, 
which is 95.37%.

(3) As shown in our bibliographic extraction system, the 
SEM will compare and filter the important information 
of each research article according to the criteria 
selected by the user. Thus, the system can be further 
developed to construct an “Academic Performance 
Evaluation System for Teachers.” The system can 
be used to convert teachers’ publication data into 
statistical evaluation data without the troublesome, 
time-consuming task of manually counting the number 
of published articles of every teacher. The system can 
also be used to provide a flexible system for organizing 
and managing a personal publication database based 
on various items. The mechanism provided by the 
automatic bibliographic extraction system can also be 
used on a periodical evaluation database for the faculty 
of a university.
We bel ieve the  fol lowing work is  worthy of 

investigation in the future:
(1) This  paper  i s  focused on analyzing only  the 

bibliographic components of each article of literature. 
However, the same method and principle can be applied 

to analyzing the full content of articles by changing the 
current programs only slightly.

(2) A powerful and comprehensive bibliographic extraction 
system based on CRF theory is needed for Chinese (and 
for other languages as well).

(3) An error adjustment mechanism is needed to verify the 
input article data. Currently, the automatic bibliographic 
extraction system is dependent upon the user inputting 
“feasible” and “recognizable” publication data. Data 
in the wrong format, input errors, and incorrect 
punctuation decrease the correctness of our system. 
To raise accuracy, we can use the error adjustment 
method to help the model learn and adjust the rules for 
bibliographic extraction.

(4) It would be worthwhile to connect the automatic 
bibliographic extraction system with some large 
indexing systems, such as SCI and SSCI, for impact 
factors extraction and evaluation.
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