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Abstract

This article proposes an integrated framework for adaptive QoS provision in IEEE 802.16e broadband wireless
access networks based on cross-layer design. On one hand, an efficient admission control (AC) algorithm is
proposed along with a semi-reservation scheme to guarantee the connection-level QoS. First, to guarantee the
service continuity for handoff connections and resource efficiency, our semi-reservation scheme considers both
users’ handoff probability and average resource consumption together, which effectively avoids resource over-
reservation and insufficient reservation. For AC, a new/handoff connection is accepted only when the target cell
has enough resource to afford both instantaneous and average resource consumption to meet the average source
rate request. On the other hand, a joint resource allocation and packet scheduling scheme is designed to provide
packet-level QoS guarantee in term of “QoS rate“, which can ensure fairness for the services with identical priority
level in case of bandwidth shortage. Particularly, an enhanced bandwidth request scheme is designed to reduce
unnecessary BR delay and redundant signaling overhead caused by the existing one in IEEE 802.16e, which further
improves the packet-level QoS performance and resource efficiency for uplink transmission. Simulation results show
that the proposed approach not only balances the tradeoff among connection blocking rate, connection dropping
rate, and connection failure rate, but also achieves low mean packet dropping rate (PDR), small deviation of PDR,
and low QoS outage rate. Moreover, high resource efficiency is ensured.

Keywords: IEEE 802.16e, QoS model, cross-layer design, adaptive modulation and coding, admission control,
resource reservation, bandwidth allocation, scheduling, bandwidth request

1. Introduction
With explosive growth in the data service of Internet
and multimedia applications, high-speed and high-qual-
ity wireless access is required for providing QoS guaran-
tee for heterogeneous services in future mobile
communication systems. As a promising solution for
last-mile broadband wireless access (BWA) in metropo-
litan area, IEEE 802.16d/e [1,2] adopted adaptive modu-
lation and coding (AMC) to maximize the system
capacity under the bit error rate (BER) constraint over
the error-prone wireless channel [3]. Meanwhile, in the
MAC layer, both connection-level and packet-level QoS
requirements of heterogeneous services need to be well
guaranteed regardless of the channel conditions, and
fairness is another important issue to avoid the services

with bad channel conditions or low priorities experien-
cing bandwidth starvation. Particularly, to the uplink
transmission in IEEE 802.16e, the fixed/mobile subscri-
ber station (SS) needs to send a bandwidth request (BR)
message to base station (BS) for its uplink connection
first before data transmission, which introduces addi-
tional access delay and signaling overhead for uplink
transmission. These characteristics pose great challenge
to balance the tradeoff between QoS provision and spec-
trum efficiency for uplink transmission.
Concerning the service connectivity of the network,

the connection-level QoS requirements were achieved
through admission control (AC) and resource reserva-
tion (RR) [4], whose performance can be evaluated by
following metrics: handoff connection dropping rate
(CDR), new connection blocking rate (CBR), ongoing
connection failure rate (CFR). There are many tradeoffs
among these metrics for designing AC and RR schemes.
For AC, too stringent restrictions for accepting new/
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handoff connections will reduce the CFR at the cost of
deteriorating CBR, CDR, and resource utilization. Even
though looser restrictions indicate lower CBR and CDR,
too much accepted services may cause system overload,
and CFR will greatly increase when the channel condi-
tion becomes seriously deteriorated. Since blocking a
new connection is more acceptable than dropping a
handoff connection from the user viewpoint, performing
RR for handoff connections can effectively reduce the
CDR. However, over-reservation will deteriorate the
CBR and the resource utilization while insufficient reser-
vation cannot achieve prospective CDR target. There-
fore, a good AC and RR scheme should well balance
these tradeoffs to guarantee the system stability. As for
the AC schemes proposed for IEEE 802.16 BWA net-
works, the authors of [5,6] did not consider the handoff
situation, which is a crucial characteristic of IEEE
802.16e. The authors of [7-10] took the handoff require-
ments in to account regardless of the channel condition.
For the general AC schemes proposed in [4,11-18], the
time-variant channel conditions were not considered
either. In [19], the authors modified the handoff-priori-
tized AC scheme considering AMC over the unreliable
wireless channel, but few QoS-adaptive characteristics
were discussed.
The packet-level QoS provision determined the qual-

ity of end users experience for multimedia applications
[4]. The performance of packet-level QoS provision is
evaluated through the metrics including delay, delay jit-
ter, BER, packet loss rate, etc., which is mainly deter-
mined by the bandwidth allocation (BA) and scheduling
algorithm. In literature, the maximum channel to inter-
ference ratio (max C/I) algorithm in [20] was through-
put-oriented without QoS consideration, while strict
priority queue [21] was QoS-oriented regardless of
channel conditions. To better exploit asynchronous var-
iations of channel quality, the authors of [22] gave
higher priority to the real-time packets only after their
waiting period exceeds the emergency threshold. How-
ever, it does not fit well with the bust nature of hetero-
geneous traffics. Because when large real-time traffics
enter the emergency status simultaneously with the bad
channel conditions, packet dropping rate (PDR) tends
to increase rapidly. Hou et al. [23] introduced the delay
constraint into the proportional fairness formulation for
QoS provision, but delay is not a proper metric to pro-
vide QoS satisfaction and service differentiation for
non-real-time traffics. As a variation of modified largest
weighted delay first (M-LWDF) [24], the algorithm in
[25] considered the channel quality, QoS satisfaction,
and service priority for BA. However, the QoS coeffi-
cients of various services are not analytically deter-
mined. Particularly, the packet-level QoS provision for
uplink transmission is also influenced by BR

mechanism. Unicast and multicast/broadcast pollings
are the primary ways to request bandwidth, while piggy-
back is an optional way which will not be discussed.
The problem of unicast polling is that it introduces
constant delay for the delay-sensitive real-time connec-
tions. Multicast/broadcast polling provides a contention
way to request bandwidth, which causes too much sig-
naling overhead and BR delay for non-real-time services.
Lee and Cho [26] reduced the BR delay and signaling
overhead for VoIP connections, which did not consider
other types of real-time traffics such as MPEG-based
multimedia streaming. As for multicast/broadcast poll-
ing, the collision probability is a function of the number
of BR messages and the contention period size. Oh and
Kim [27] and Yan and Kuo [28] proposed two different
models to find out the optimal contention period size.
The performance of random access for BR was analyzed
in [29-31]. Oh and Kim [32] optimized the collision
resolution algorithm for BR. However, they cannot elim-
inate the collisions caused by multicast/broadcast poll-
ing because of its contention-based access characteristic.
However, the BR delay and the signaling overhead can
be further reduced.
Motivated by these observations, we propose an inte-

grated framework for adaptive QoS provision over IEEE
802.16e BWA networks based on cross-layer design,
which is considered to be an efficient way to achieve
efficient QoS guarantee and network resource manage-
ment for wireless network [33,34]. Our major contribu-
tions are
a) Before accepting a new/handoff connection, the

proposed AC algorithm considers whether there is
enough bandwidth available to afford its average
resource consumption and instantaneous resource con-
sumption for QoS provision through cross-layer design
method, which effectively avoids the system overload.
So, the proposed AC scheme joint considers the types
of service flows (SFs) QoS and MCS, thus embodies the
idea of cross-layer design.
b) Our semi-reservation scheme considers both users’

handoff probability and average resource consumption
together to perform RR, which effectively avoids
resource over-reservation and insufficient reservation
and ensures well the continuity of handoff connections
as well as promises high spectrum efficiency.
c) A joint resource allocation and packet scheduling

scheme is designed to guarantee the packet-level QoS in
term of “QoS rate“, thus effectively avoids large real-
time data being blocked in deteriorated channel condi-
tion. Particularly, when there is not enough bandwidth
available to guarantee all “QoS rate“ constraints, fairness
is provided for the services with identical priority level.
“QoS rate“ service model adopts cross-layer design
method, since it considers both the bandwidth
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requirements in the MAC layer and the channel condi-
tions in the physical layer.
d) An enhanced BR scheme is designed to reduce the

unnecessary BR delay and the redundant signaling over-
head caused by the existing one in IEEE 802.16e, which
further improves the packet-level QoS performance and
resource efficiency for uplink transmission.
e) Performing adaptive QoS management to increase

or decrease the average source rate based on load status
and channel conditions, which enables more users to
enter the network, as well as maintains the network sta-
bility and high spectral efficiency.
The rest of this article is organized as follows. Section

2 introduces the system model. Section 3 presents the
proposed framework for adaptive QoS provision in
detail. Section 4 evaluates the system performance
through mathematical analysis. Section 5 analyzes the
simulation results. Finally, conclusions are made.

2. System model
2.1 QoS-adaptive service model
The MAC layer of IEEE 802.16e is connection-oriented,
and a flexible QoS provision framework is designed.
Each connection is associated with a unique SF charac-
terizing by a set of QoS parameters such as delay/delay
jitter, packet loss rate, minimum reserved rate, maxi-
mum sustained rate, etc., and a connection can be cre-
ated, changed, and deleted through dynamic service
addition, dynamic service change, and dynamic service
deletion handshake transactions, respectively. Five types
of SFs are defined in IEEE 802.16e for QoS differentia-
tion: Unsolicited grant service (UGS), real-time polling
service (rtPS), extended rtPS (ErtPS), non-real-time poll-
ing service (nrtPS), and best effort (BE). Their priorities
from highest to lowest are: UGS, rtPS/ErtPS, nrtPS, and
BE. Table 1 lists the characteristics of all SFs.
Considering the influences, i.e., user quantity, channel

status (physical layer), service distribution, various QoS
restrictions (QoS parameters in application layer), and
resource allocation algorithm, that play on the system
throughput, a reasonable cross-layer-based mathematical
model (QoS-Adaptive Service Model) is proposed first to

characterize the average system capacity and instanta-
neous capacity, which is the basis for RR and AC.
Let Cm,x,y denote the yth connection belonging to the

SF x in subscribe station (SS) m. For UGS, rtPS/ErtPS,
nrtPS, and BE, the value of x equals 1, 2, 3, and 4,
respectively. In this article, the traffic sources are con-
sidered to be rate adaptive, because different coding
schemes are provided for multimedia services in applica-
tion layer. We set Gm,x,y service grades for the connec-

tion Cm,x,y. Let Rmin
m,x,y and Rmax

m,x,y be the minimum rate

and the maximum rate of the connection Cm,x,y, respec-
tively. For a connection at service grade g, its average
required rate for QoS provision can be defined as

Ravg
m,x,y,g = Rmin

m,x,y +
(Rmax

m,x,y − Rmin
m,x,y)(g − 1)

Gm,x,y − 1
1 ≤ g ≤ Gm,x,y (1)

It is obvious that the smaller g indicates lower average
required rate for QoS provision, and vice versa.
For the connection Cm,x,y, Dm,x,y, Wm,x,y, ψm,x,y, and

ωm,x,y, respectively, denote the tolerable delay, the wait-
ing period of its packets before being transmitted, the
packet error rate (PER) during transmission and the tol-
erable packet loss rate. A packet may be dropped when
transmission error happens or its waiting period exceeds
the tolerable delay. Thus, Equation 2 must be met to
avoid the ongoing connection failure.

Pr{Wm,x,y > Dm,x,y} + ψm,x,y ≤ ωm,x,y (2)

In the following section, we will find that the PER can
be guaranteed through selecting proper modulation and
coding scheme (MCS) based on the SINR knowledge.
Thus, the resource allocation and scheduling algorithm
should guarantee the maximum delay for a given outage
probability. Particularly, reducing BR delay for uplink
connections can help for reducing the PDR caused by
delay variation. However, because of the burst nature of
heterogeneous traffics, Ravg

m,x,y,g cannot accurately reflect
the instantaneous rate requirements to provide QoS
guarantee for the connection Cm,x,y. Accordingly, based
on cross-layer method, the term “QoS rate“ is defined in
Equation 3 for packet-level QoS provision (upper-layer),

Table 1 SF characteristics

SF Traffic type QoS constraint

UGS Constant bit rate (CBR-based) services (e.g., the leased line E1/T1, VoIP without
compression)

Stringent requirements on data rate, delay/delay jitter
and packet loss rate

rtPS Real-time variable bit rate (VBR-based) services (e.g., mpeg-based video conference
and multimedia streaming)

Strict delay and packet loss rate requirements

ErtPS Real-time VBR-based services (e.g., VoIP without compression)

nrtPS Non-real-time VBR-based services (e.g., FTP) Minimum reserved rate and stringent packet loss rate
requirements

BE BE services (e.g., HTTP, E-mail) Packet loss rate should be maintained
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which considers both delay constraint and the mini-
mum/maximum rate constraints (data link layer)
together.

Rq
m,x,y = Min{Min{Rm,x,y, Rmax

m,x,y}, Max{Rem
m,x,y, Rmin

m,x,y}} (3)

where Rq
m,x,y, Rm,x,y, and Rem

m,x,y are the “QoS rate“, the
required rate to transmit the buffer data, and the rate to
transmit the emergency data for the connection Cm,x,y,
respectively. The emergency data are the data whose
waiting periods exceed the tunable delay threshold ξm,x,y

(0 <ξm,x,y <Dm,x,y). Since both deteriorated channel con-
dition and increased source rate may cause higher Pr
{Wm,x,y >Dm,x,y}, smaller ξm,x,y should be considered, and
vice versa. And the “non-QoS rate“ of the connection

Cm,x,y can be defined as Rnq
m,x,y = Rm,x,y − Rq

m,x,y. Accord-

ingly, we have Rem
m,x,y = 0 for the delay insensitive nrtPS/

BE connections, Rq
m,x,y = 0 for the BE connections with-

out minimum rate requirement, Rq
m,x,y = Rmax

m,x,y = Rmin
m,x,y

and Rnq
m,x,y = 0 for UGS connections with fixed rate

requirements.

2.2 Link adaptation model
This article considers the PHY layer of IEEE 802.16e
BWA networks combining WirelessMAN-OFDM with
AMC together for optimizing the system performance
over the error-prone wireless channel. As a TDMA-
based PHY technology, each frame of WirelessMAN-
OFDM contains many transmission bursts from/to dif-
ferent SSs. The data rate and coding overhead for each
burst are different, because different MCSs are chosen
for the SSs for adapting to various detected signal-to-
noise ratios (SNRs), and to meet the target BER accord-
ingly. Since M-QAM modulation provides high spec-
trum efficiency while convolutional codes (CC) with bit
interleaved coded modulation have strong forward error
protection capability, they are chosen to form MCS
compositions. The entire SINR range is divided into K +
1 non-overlapping consecutive partitions by the SINR
boundary Гk (1 ≤ k ≤ K), and Г1 < Г2 <...< ГK = ∞. If the
SINR is in the range of (Гk, Гk+1], MCS k is adopted.
Particularly, because of unacceptable transmission error,
no data are transmitted if the SINR is less than Г1. The
MCS employed in this article is listed in Table 2. If SS
m adopts MCS k, its average PER can be deduced as

ψk
m =

L∑
l=ηk

(
L
l

)
(εm)l(1− εm)L−l (4)

where L is the average packet length, hk is the number
of error bits can be corrected by MCS k, and εm is the
BER constraint of SS m.

Adopting MCS k, the data rate from MAC layer view-
point can be calculated as

MRk = B�k
⌊
PRkCRk/�k

⌋
(5)

where B, PRk, Ωk, and CRk, respectively, denote the
channel bandwidth, PHY transmission rate, the modula-
tion level, and the CC code rate when MCS k is
adopted. It is noted that the modulation levels of QPSK,
QAM16, and QAM64 are 2, 4 and 6, respectively.
To analyze the system capacity over the time-variant

wireless channel, we assume that both the path loss and
shadowing are compensated by dynamically adjusting
the transmission power. Thus, only the small-scale fad-
ing need to be considered. For SS m, the probability
density function of its SNR gm under the Rayleigh fading
environment is

Pr (γm) =
1
γ̄m

exp
(
−γm

γ̄m

)
(6)

where γ̄m is the average SNR of SS m. Accordingly, the
probability of an SS adopting MCS k for transmission
can be deduced as

Pm(k) =
∫ �k+1

�k

Pr(γ )dγ = exp
(
−�k

γ̄m

)
− exp

(
−�k+1

γ̄m

)
(7)

The average resource consumption (transmission
time) for transmitting one bit can be deduced as

Cavg
m =

K∑
k=1

Pm(k)/MRk (8)

Based on the QoS-adaptive characteristics in the MAC
layer and the average resource consumption (transmis-
sion time) per bit in the PHY layer (Equation 8), we
proceed to investigate cross-layer design for bandwidth
resource management in the following section.

3. Cross-layer design for QoS-adaptive resource
management
In the point-to-multipoint (PMP) mode of IEEE 802.16e
BWA networks, BS is designed as a coordinator to per-
form QoS-adaptive resource management for its subor-
dinate fixed/mobile SSs. The proposed adaptive QoS
provision framework and the interaction between BS
and SS are shown in Figure 1. At the connection level,
the admission controller in BS restricts the number of
new/handoff connections entering the target cell to
avoid system overload, which ensures low CFR of
ongoing connection. In addition, the RR executes the
semi-reservation algorithm, which not only guarantees
the service continuity for handoff connections, but also
achieves high resource efficiency, that is because it
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effectively avoids resource over-reservation and insuffi-
cient reservation. Particularly, the SF managers in SS
and BS communicate with each other to maintain the
connections’ survival as well as perform adaptive QoS
adjustment. At the packet level, the resource dispenser
in BS takes SS as the basic unit to perform resource
allocation through cross-layer design idea, which consid-
ers both the “QoS rate“ constraints in the MAC layer
and the channel conditions in the PHY layer. The
resource allocation result for downlink transmission is
reflected in DL-MAP message, while the one for uplink
transmission is figured out in UL-MAP message. Using
the granted bandwidth for each SS, schedulers in BS
and SS schedule the downlink and uplink data for trans-
mission, respectively. Specifically, when an SS has data

to send in the uplink, it needs to send a BR message to
BS first. A BR generator is designed to execute the pro-
posed BR scheme, which can help to reduce the BR
delay and signaling overhead. Since the difference
between uplink and downlink transmission mainly lies
in whether a connection needs to request bandwidth
before data transmission, for simplicity, we only discuss
the uplink case for QoS provision in this article. Follow-
ing sections will describe our proposed approach (PA)
in detail.

3.1 The estimation of RR
We extend the probabilistic resource estimation and
semi-reservation scheme [35] for reasonable RR consid-
ering the time variant channel conditions. For a mobile

Table 2 Modulation and coding schemes

K Modulation CC code rate CRk PHY transmission rate PRk(bits/s/Hz) SINR (dB) for BER ≤ 10-6

1 QPSK 1/2 1.00 4.65

2 QPSK 2/3 1.33 6.49

3 QPSK 3/4 1.50 7.45

4 QAM16 1/2 2.00 10.93

5 QAM16 2/3 2.66 12.71

6 QAM16 3/4 3.00 14.02

7 QAM64 2/3 4.00 18.50

8 QAM64 3/4 4.5 19.88

9 QAM64 7/8 5.25 21.94

Figure 1 Proposed adaptive QoS provision framework.
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SS m managed by cell u, Hm,u,v denotes the handoff
probability from cell u to cell v, which can be calculated
based on the current position, as well as the predicted
moving speed and direction of mobile SS m. Let NCu

denote the collection of the neighboring cells of cell u.
We have∑

v∈NCu

Hm,u,v + Hm,u,u = 1 (9)

To reduce unnecessary RR, reservation threshold Δ is
defined. Reservations are made only for the mobile SSs
with handoff probabilities larger than Δ. Let Ym,x be the
number of the connections belonging to SF x in mobile
SS m. Set zm,u = 1, if SS m is in cell u. Otherwise, zm,u =
0. Meanwhile, set �m,x,y = Ravg

m,x,y,g for the connection Cm,

x,y at service grade g. Suppose there are M SSs distribu-
ted in the whole network. In cell v, if Hm,u,υ > Δ, the
average reserved bandwidth for the connections belong-
ing to SF x can be deduced as

RSv,x =
∑

u∈NCv

M∑
m

Ym,x∑
y=1

zm,uHm,u,v�m,x,yC
avg
m (10)

It is noted that in the above equation, RSv,x is the
bandwidth co-reserved for the connections belonging to
SF x other than for a specific connection or mobile SS.
Accordingly, the total reserved bandwidth in cell v can

be deduced as RSv =
∑4

x=1
RSv,x..

3.2 Admission control
In this section, we discuss AC considering both instan-
taneous resource consumption and average resource
consumption. Let ASv,x and PSv,x denote the instanta-
neous and average resource consumption of the connec-
tions belonging to SF x in cell v, respectively. km is
serial number of the selected MCS based on the instan-
taneous SNR of SS m. We have⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ASv,x =

M∑
m=1

Ym,x∑
y=1

zm,v�m,x,yC
avg
m

PSv,x =
M∑

m=1

Ym,x∑
y=1

zm,v�m,x,y/MRkm

(11)

Thus, the total average and instantaneous resource
consumption in cell v can be calculated as

ASv =
∑4

x=1
ASv,x and PSv =

∑4

x=1
PSv,x, respectively.

In case of bandwidth shortage, more new/handoff real-
time connections can be accepted by decreasing the
source rate of the ongoing connections which are not
prioritize over them. Accordingly, the average resource

PSv,x and instantaneous resource PSv,x must be reserved
for ongoing connections after decreasing source rate for
new/handoff connections belonging to SF x. Actually,
since we satisfy bandwidth requirements (QoS) in upper-
layer through source rate compression, i.e., decreasing
transmission rate in data link layer via MCS, this pro-
posed scheme embodies the idea of cross-layer design. In
order to guarantee the minimum QoS requirements of
ongoing connections, the average resource ASv,x and
instantaneous resource PSv,x can be deduced as⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ASv,x = ASv −

∑4
s=x ASv,s +

4∑
s=x

M∑
m=1

Ym,x∑
y=1

zm,vRmin
m,s,yC

avg
m

PSv,x = PSv −
∑4

s=x PSv,s +
4∑

s=x

M∑
m=1

Ym,x∑
y=1

zm,vRmin
m,s,y/MRkm

(12)

Since blocking a new connection is more acceptable
than dropping an ongoing connection from the user
viewpoint, the bandwidth reserved for handoff connec-
tion cannot be used for accepting new connection. Let
TSv be the total available bandwidth in cell v. For a new
connection meeting both inequalities in Equation 13, it
will be accepted at its desired average source rate with-
out source rate compression for other connections. In
case of bandwidth shortage, a new connection is
accepted at its minimum rate if the constraints in Equa-
tion 14 are met, which may causes the source rates of
other connections being decreased. If neither Equations
13 nor 14 is met, the new connection will be rejected.{ �m,x,newCavg

m ≤ TSv − ASv − RSv

�m,x,new/MRkm ≤ TSv − PSv − RSv
(13)

{
Rmin

m,x,newCavg
m ≤ TSv − ASv,x − RSv

Rmin
m,x,new/MRkm ≤ TSv − PSv,x − RSv

(14)

In our scheme, the handoff connection with higher
priority may preempt the bandwidth reserved for the
lower priority ones. Thus, the reserved bandwidth,
which cannot be used by the handoff connections

belonging to SF x, is RSv,x = RSv −
∑4

s=x
RSv,s. A handoff

connection is accepted at its desired source rate if both
inequalities in Equation 15 are met, which neither pre-
empt the reserved bandwidth of the handoff connections
belonging to other SFs, nor compress the sources rate of
the ongoing connections. When there is not enough
resource available, a handoff connection is accepted at
its minimum rate. In this case, either reserved band-
width preemption or the source rate degradation may
happen. If neither Equations 15 nor 16 are met, the
handoff connection will be dropped.
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{ �m,x,hoC
avg
m ≤ TSv − ASv − (RSv − RSv,x)

�m,x,ho/MRkm ≤ TSv − PSv − (RSv − RSv,x)
(15)

{
Rmin

m,x,hoC
avg
m ≤ TSv − ASv,x − RSv,x

Rmin
m,x,ho/MRkm ≤ TSv − PSv,x − RSv,x

(16)

3.3 Adaptive QoS management
Accepting more new/handoff connection in case of
bandwidth shortage is not the only reason to perform
source rate compression. Since AC can keep ASv ≤ TSv
for cell v, if the available bandwidth cannot afford all
ongoing connections’ average source rate and “QoS rate“
requirements because of the deteriorated channel condi-
tions, source rate compression will be performed to
keep the system stable. In this case, either inequality in
Equation 17 is met.⎧⎪⎨

⎪⎩
PSv > TSv

M∑
m=1

4∑
x=1

Ym,x∑
y=1

zm,vR
q
m,x,y/MRkm

> TSv
(17)

For source rate compression, the connections with
lower priority are chose first. Among the connections
with identical priority level, the connection whose mas-
ter SS has the worst channel condition is chosen first.
The selected connection can adapt to any coding
scheme producing lower average source rate, and least
number of degraded connections should be selected to
reduce the signaling overhead.
If all “QoS rate“ constraints of ongoing connections

are guaranteed and there is still bandwidth left unused
exempting the reserved bandwidth, we will increase
ongoing connections’ average source rate to improve the
resource utilization and the service quality. Among the
connections whose average source rates have been com-
pressed, the one whose master SS has best channel con-
dition will be chosen first. Then, for other connections,
the one with highest priority level among the ones with
best channel condition is chosen. The selected connec-
tion can adapt to its highest average source rate for
reducing the signaling overhead as well as improving
the system throughput.

3.4 Enhanced BR scheme
The term “QoS rate” is defined in Equation 3 to reflect
the time-variant QoS requirement of the service because
of its bursty characteristics. Based on this definition, a
joint resource allocation and scheduling algorithm is
designed to provide QoS guarantee based on “QoS rate”
as well as fairness for the services with identical priority
level in case of bandwidth shortage. Specifically, an
enhanced BR mechanism is proposed, which reduces the

number of bandwidth request messages by aggregating
the nrtPS/BE connections in the same SS as one basic
BR unit, as well as replaces the reactive unicast polling
and multicast/broadcast polling with proactive unicast
polling to reduce the BR delay and signaling overhead.
We enhance the BR scheme for IEEE 802.16e BWA

networks in the following aspects:
a) SS requests bandwidth only using unicast polling

opportunity, which avoids the BR collisions caused by
multicast/broadcast polling.
b) Each uplink rtPS/ErtPS connection is taken as an

individual BR unit (BRU) because of the stringent delay
requirement, while all uplink nrtPS or BE connections
in the same SS are aggregated as a BRU to reduce the
signaling overhead for unicast polling.
c) The uplink protocol data units (PDUs) have two

statuses: transmission-preparing (tp) and transmission-
ready (tr). The incoming uplink data are packed into
the PDUs in tp status first. Once SS requests bandwidth
for a BRU, the BR message takes the aggregated band-
width requirement for all its PDUs to BS, and the PDUs
of the BRU in tp status are transited to tr status
accordingly.
d) The reserved bit in generic MAC header is defined

as unicast polling index (UPI). When SS needs to be
polled, UPI is set to 1; otherwise, it is set to 0.
Based on the BRU definition in (b), in BS, Cm,x,y can

also be used to denote the corresponding rtPS/ErtPS
BRU, while Cm,x,-1 is used to represent the nrtPS/BE
BRU in SS m. For an uplink BRU Cm,x,y, Rtp

m,x,y and Rtr
m,x,y

represent the bandwidth requirement of its PDUs in tp
and tr statuses, respectively. It is noted that only the
PDUs in tr status can be transmitted out when there is
uplink bandwidth available. To obtain the “QoS rate“ of

each uplink BRU in BS, we have Rmin
m,x,−1 =

Ym,x∑
y=1

Rmin
m,x,y,

Rmax
m,x,−1 =

Ym,x∑
y=1

Rmax
m,x,y and Rm,x,y = Rtp

m,x,y. Based on the defi-

nition in Equation 3, in BS, the uplink “QoS rate“ of
UGS/rtPS/ErtPS in SS m can be defined as

Rq
m,x =

∑Ym, x

y=1
Rq

m,x,y, while the one for nrtPS/BE is

Rq
m,x = Rq

m,x,−1. The emergency rate of real-time SF x in

SS m meets Rem
m,x =

∑Ym, x

y=1
Rem

m,x,y, and the “non-QoS rate“

of SS m can be defined as

Rnq
m =

Ym, 2∑
y=1

Rnq
m,2,y +

4∑
x=3

Ym, 2∑
y=1

Rtp
m,x,y −

4∑
x=3

Rq
m,x,−1 (18)

Let hm,x,y be the tunable variable for the BRU Cm,x,y

to set UPI. If SS requests bandwidth for a BRU once
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new data come in, the bandwidth requirement can be
reflected to BS in the shortest time at the cost of
highest signaling overhead. We define the following
rules to balance the tradeoff between the two issues:
(1) when there is uplink bandwidth available, SS first
requests bandwidth for the BRUs with expired unicast
polling timer, then for the BRUs which UPIs have
been set for; (2) if there are data PDU to be sent out,
the SS sets UPI for BRU based on Equations 19 and
20 for rtPS/ErtPS and nrtPS/BE, respectively. Figure 2
depicts the operations of the enhanced BR scheme
in SS.

max{Rtr
m,x,y, ηm,x,y} ≤ Rtp

m,x,y (19)

max
{∑Ym,x

y=1
Rtr

m,x,y/Ym,x, ηm,x,−1

}
<

∑Ym,x

y=1
Rtp

m,x,y (20)

Once BS receives an uplink PDU with UPI equaling
one, in next frame, it will grant a unicast polling oppor-
tunity to the SS which sends the PDU. In addition, the
SS whose BRU has expired unicast polling timer will
also be granted a unicast polling opportunity in next

frame. The operations of the enhanced BR scheme in
BS are shown in Figure 3.

3.5 Joint BA and scheduling
BS follows strict priority to process the “QoS rate“
requirements for its subordinated SSs, and the detailed
resource allocation algorithm is designed based on
Equation 21.

Xmax = arg max
X

X∑
x=1

M∑
m=1

zm,vR
q
m,x/MRk m ≤ TSv (21)

The channel condition is seriously deteriorated or the
real-time traffic is boosted when Xmax < 2, which cause
the available bandwidth cannot satisfy all “QoS rate“
requirements of the real-time SF Xmax. In this case, BS
will prior guarantee the emergency rate requirements
other than “QoS rate“ requirements. Even worse, if the
available bandwidth cannot afford their emergency rate
requirements, packet loss may happen. All SSs should
share the packet loss to avoid the SSs with deteriorated
channel condition suffering from more serious QoS
degradation. So, BS chooses to serve the SS with the low-
est satisfaction for emergency rate in recent S fames first.

Figure 2 The operations of the enhanced BR scheme in SS.
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Xmax = 2 indicates that the available bandwidth cannot
satisfy all “QoS rate“ requirements of nrtPS. Let Thv,3 be
the MAC throughput of the available bandwidth TSv,3
for nrtPS, thus Gq

m,v,3 satisfies (22).

M∑
m=1

Gq
m,v,3 = TSv,3 (22)

To provide weighted fairness for the “QoS rate“
requirements of nrtPS connections from MAC view-
point, Equation 23 can be used to deduce the bandwidth
granted to each SS for nrtPS connections.

Gq
m,v,3 = Wq

m,v,3 ∗ Thv,3/MRk m (23)

where Wq
m,v,3 = zm,vR

q
m,3/

M∑
m=1

zm,vR
q
m,3.

Using the granted bandwidth of each SS, we perform
packet scheduling for its connections considering “QoS
rate“ requirements first, and the scheduling rules are
defined as: (1) for the connections belonging to different
SF types, their packets are scheduled following order of
strict priority; (2) for the connections belonging to the
same SF type, the connection whose head-of-line packet
has the longest waiting time will be served first. After
QoS provision, SS applies round robin [36] to schedule
packets based on the “non-QoS rate“ requirements of its
connections.

4 Mathematical analysis
In this section, we perform mathematical analysis for
the PA from following viewpoints: connection-level QoS
performance, queuing performance, and BR efficiency
enhancement.

4.1 Connection-level QoS performance analysis
To simplify theoretical analysis for connection-level QoS
provision, we assume (1) all connections in cell v belong
to SF x, and they have the same minimum rate require-
ment Rx

min; (2) the average SNR γ̄m is identical for all
SSs. So, ℙm(k) in Equation 7 and Cavg

m in Equation 8 can
be simplified as ℙ(k) and ℂavg, respectively. Set

Mv =
∑M

m=1
zm,v. The probability of s connections

adopting MCS k for data transmission can be deduced
as

P̃(k, s, Mv) =
(

Mv

s

)
(P(k))s(1− P(k))Mv−s (24)

Accordingly, the characteristic function of the above
equation is

ϕ(k, s, Mv, z) =
Mv∑
s=0

P̃(k, s, Mv)zs =
(
1− P(k) + zP(k)

)Mv(25)

The average number of the connections adopting
MCS k for data transmission is


(k, Mv) =
Mv∑
s=0

s ∗ P̃(k, s, Mv) (26)

Suppose all the connections in cell v are at their low-
est average source rate, the average resource consump-
tion in cell v can be calculated as

αv =
K∑

k=1


(k, Mv) ∗ Rmin
x /MCk =

K∑
k=1

dϕ(k, s, Mv, z)
dz

|z=1 ∗ Rmin
x /MCk

=
K∑

k=1

Mv ∗ Rmin
x Pm(k)/MCk = MvR

min
x Cavg

(27)

Figure 3 The operations of the enhanced BR scheme in BS.
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To investigate the tradeoff among CBR, CDR, and
CFR under the time-variant channel conditions, we
study two extreme cases. One case is that all connec-
tions are in the best channel conditions, and we have
PSv = Mv * Rx

min/MRK. If PSv = TSv, the value of Mv is
maximized, which implies that lower CBR and CDR are
ensured. However, once the channel condition gets
worse, PSv > TSv will be met. Since no rate compression
can be performed, many connection may fail, which will
result in system unstability. The average CFR in this
case can be calculated as

CFRv = 1− TSv/(MvR
min
x Cavg

m ) = 1− 1/MRKCavg
m (28)

The other case is that only lowest transmission rate is
available because of the deteriorated channel condition.
When all bandwidth resources are used up, we have TSv
= Mv * Rx

min/MR1. In this case, it is obvious that the
lowest CFR is available at the cost of highest CDR and
CBR, because from average viewpoint, there still be a lot
of new/handoff connections can be accepted by the sys-
tem, the number of which can be deduced as

βv = (TSv − αv)/Rmin
x = Mv(1/MR1 − Cavg

m ) (29)

4.2 Queuing performance analysis
In this section, we analyze the queuing performance for
the network under the saturated status, in which all the
available bandwidths are used up to guarantee all
ongoing connections’ average rate requirement for QoS
guarantee. Since UGS connections always get fixed
bandwidth for data transmission without BR, we only
discuss other types of connections here. The uplink data
access delay consists of BR delay and scheduling delay.
By setting the BR delay equals 0, the analysis result for
uplink transmission can be extend to the downlink
transmission as well.
For an non-UGS uplink connection Cm,x,y, suppose its

data arrival follows Poisson process with rate lm,x,y

packets per second, and the average length of the packet

is Lm,x,y. We have λm,x,−1 =
∑Ym, x

y=1
λm,x,y for nrtPS/BE

BRU. Due to the effect of Equations 19 and 20, the aver-
age rate of the uplink data transmitting from tr status to
tp status is qm,x,y bits per second. Therefore, the uplink
transmission process of a BRU can be formulated as a
twice queuing problem shown in Figure 4, which can be
depicted by the two-dimensional Markov model shown

in Figure 4. The steady-state equation in Figure 5 is
obtained as Equation 30, in which μm,x,y = qm,x,y/Lm,x,y

and Im,x,y = ℜm,x,y/Lm,x,y.
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

λm,x,yp0,0 = ιm,x,yp0,1

(λm,x,y + μm,x,y)pr,0 = ιm,x,ypr,1 + λm,x,ypr−1,0 r ≥ 1
(λm,x,y + ιm,x,y)p0,s = ιm,x,yp0,s+1 + μm,x,yp1,s−1 s ≥ 1
(λm,x,y + μm,x,y + ιm,x,y)pr,s = ιm,x,ypr,s+1 + μm,x,ypr+1,s−1 + λm,x,ypr−1,s r ≥ 1&s ≥ 1
∞∑
r=0

∞∑
s=0

pr,s = 1

(30)

Using recursive algorithm, the steady-state probability
for each state can be obtained as

pr,s = (ρ tp
m,x,y)r(ρ tr

m,x,y)
s(1− ρ

tp
m,x,y)(1− ρ tr

m,x,y) (31)

where ρ
tp
m,x,y = λm,x,y/μm,x,y and ρtr

m,x,y = λm,x,y/ιm,x,y.
Based on Equation 31, the average queuing length in tp
buffer and tr buffer can be deduced as⎧⎪⎪⎨

⎪⎪⎩
r̄ =

∞∑
r=0

∞∑
s=0

rpr,s = ρ
tp
m,x,y/(1− ρ

tp
m,x,y)

s̄ =
∞∑
s=0

∞∑
r=0

spr,s = ρ tr
m,x,y/(1− ρ tr

m,x,y)
(32)

And the queuing delay in tp buffer and tr buffer can
be deduced as{

Dtp
m,x,y = 1/[μm,x,y(1− ρ

tp
m,x,y)]

Dtr
m,x,y = 1/[ιm,x,y(1− ρ tr

m,x,y)]
(33)

It is obvious that the constraint in Equation 34 should
be met for rtPS/ErtPS connections to meet the target
packet loss rate constraint.

Dtp
m,x,y + Dtr

m,x,y ≤ Dm,x,y (34)

4.3 BR performance analysis
We first analyze the BR delay saved by our enhanced BR
scheme. Let τm,x,y be the unicast polling interval of the
BRU of the uplink connection Cm,x,y. Since queuing
delay in tp buffer is identical with the BR delay of our
enhanced BR scheme, the average BR delay of an rtPS/
ErtPS connection saved by our proposed BR scheme is

SDm,x,y = τm,x,y − Dtp
m,x,y (35)

Using multicast/broadcast polling, each nrtPS/BE con-
nection is taken as a unit to request bandwidth. Suppose
SS requests bandwidth for an nrtPS/BE connection
when Equation 19 is met, the BR time of an nrtPS/BE

, ,m x y

Figure 4 Queuing model for uplink transmission.
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connection also follows exponential distribution with the
mean value of 1/ςm,x,y, which is the collected effect of
Equation 19 and BR retransmission in case of collision
happening. F is the frame duration. In cell v, the average
number of contention BR messages transmitted in one
frame can be deduced as

Tv =

⎡
⎢⎢⎢

Mv∑
m=1

Yi,3∑
y=1

Fςm,3,y +
Mv∑

m=1

Yi,4∑
y=1

Fςm,4,y

⎤
⎥⎥⎥ (36)

There are N BR opportunities for multicast/broadcast
polling in one frame. The average collision probability is

�v = 1− (N
1

) ∗ (N − 1)Tv /NTv = 1−
(

1− 1
N

)Tv−1

(37)

Before a contention BR message can successfully be
received by BS, it may meet c times of collisions. The
average collision time of a contention BR message is

E(c) =
∞∑
c=0

c(1−�v)�c
v = (1−�v)�v

(
d

d�v

( ∞∑
c=0

�c
v

))
=

�v

(1−�v)
(38)

The time before a contention BR message can suc-
cessfully be transmitted is deduced as

Wm,x,y = πm,x,yE(c) = �vπm,x,y/(1−�v) (39)

where πm,x,y is the retransmission interval of an nrtPS/
BE connection Cm,x,y. Compared with multicast/

broadcast polling, the BR delay saved by our scheme for
nrtPS/BE connection is

SDm,x,y =
δm,x,y

(1− δm,x,y)ωm,x,y
+ F + Wm,x,y − Dtp

m,x,y (40)

where δm,x,y = lm,x,y/ωm,x,y.
Considering the signaling overhead for BR, we first

deduce the resource utilization of the contention period
for multicast/broadcast polling as

RU = (1−�v) ∗ Tv/N = (1− 1/N)Tv−1 ∗ Tv/N (41)

Figure 6 shows the numerical results of Equations 37
and 41 when Tv is 80. We find that small contention
size cause low BR resource utilization because of the
high collision probability. Even though larger contention
size ensures lower collision probability, more contention
BR opportunities are left unused, which in turn reduce
the BR resource utilization as well. Since the highest BR
resource utilization of the contention period equals 37%,
we can conclude that high signaling overhead is caused
by multicast/broadcast polling.
Using multicast/broadcast polling, the average ratio of

successful BR transmission has a tradeoff with BR delay
[27,28]. Thus, Equation 42 is defined to find out the
optimal contention period size for multicast/broadcast
polling. In Equation 42, larger θv indicates higher suc-
cessful BR transmission rate and smaller average delay

Figure 5 State transition diagram of two-dimensional Markov model.
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induced by collision. Therefore, the optimal contention
period size is obtained when θv is maximized.

θv =

⎛
⎝ Mv∑

m=1

Ym, 3∑
y=1

1−�v

Wm,3,y
+

Mv∑
m=1

Ym, 4∑
y=1

1−�v

Wm,4,y

⎞
⎠/(

/
Mv∑

m=1

(Ym,3 + Ym,4

)
(42)

Assuming πm,x,y = π is met for all uplink nrtPS/BE
connections, Equation 42 can be simplified as

θv = (1−�v) ∗ (1−�v)
π�v

≤
(

(1−�v)
2 +

(
1−�v

π�v

)2
)/

2 (43)

The maximum value of θv is obtained when Δv = 1/π.
Using Equation 37, the optimal value of contention per-
iod size is deduced as

No = 1/(1− Tv−1
√

(π − 1)/π) (44)

Let M denote the total number of nrtPS/BE BRUs
which may request bandwidth in one frame duration
using our proposed BR scheme. We have

M =
⌈∑Mv

m=1
F/Dtp

m,3,−1 +
∑Mv

m=1
F/Dtp

m,4,−1

⌉
(45)

Therefore, compared with the optimal case of multi-
cast/broadcast polling, the BR signaling overhead saved
by our proposed BR scheme is No - M.

5 Simulation results
Following assumptions apply in the simulation:
(a) There are 50 cells in our simulation environment.

The BS in each cell communicates with the BSs in its
neighbor cells to exchange handoff-related information,
and the bandwidth reserved for the handoff connections
is refreshed every 3 s. The symbol rate in each cell is 20
MBd, and the frame duration is 1 ms.

(b) In the initial status, there are 5,000 mobile SSs
uniformly distributed over all cells. When an SS has
intention to move from cell x to cell y, its handoff prob-
ability is a random value determined by its initial state.
Under Rayleigh fading channel, all SSs have identical
average SNR γ̄m, which equals 13.8.
(c) The new arriving connections are uniformly dis-

tributed in different mobile SSs. The probabilities of a
new connection belonging to UGS, rtPS, ErtPS, nrtPS,
and BE are 10, 25, 35, 20, and 10%, respectively, and, in

unit of kb/s, the values of [Rmin
m,x,yR

max
m,x,y] for UGS, rtPS,

ErtPS, nrtPS, and BE are [128, 128], [96, 386], [16, 64],
[48, 128], and [0, 32], respectively.
(d) The intervals of unicast polling timers for rtPS/

ErtPS BRUs equals 6 ms, while those for nrtPS and BE
BRUs are 10 and 12 ms, respectively, and, the BR
retransmission intervals of nrtPS and BE connections
for multicast/broadcast polling are 6 and 8 ms,
respectively.
Figure 7 shows comparison result of BR signaling

overhead. As expected, our proposed enhanced BR
scheme greatly reduces the signaling overhead compared
with multicast/broadcast polling.
Using the proposed resource allocation and scheduling

algorithm for packet-level QoS provision, our simulation
compares the PA for AC and RR with the efficient AC
scheme (EAC) [7] to evaluate the enhancement in CBR,
CDR, CFR, and resource utilization with the growth of
the connection arrival rate (CAR). Since the study of [7]
assumes the system capacity is fixed, we consider three
scenarios for performance comparison, which is, respec-
tively, denoted as EAC1, EAC2, and EAC3. EAC1,
EAC2, and EAC3 assume that the resource consumption
for transmitting one bit in MAC layer equals 1/MR1, 1/

Figure 6 The relationship between BR success rate and the resource utilization of the contention period.
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Figure 7 Signaling overhead comparison.

    
(a)                                         (b) 

    
(c)                                      (d) 

Figure 8 Performance evaluation under different CAR. (a) CBR versus CAR; (b) CDR versus CAR; (c) CFR versus CAR; (d) resource utilization
versus CAR.
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MRK, and ℂavg, respectively. From the simulation results
shown in Figure 8, we have the following conclusions:
• EAC1 undervalues the average system capacity, and

the number of the connections accepted by the system
is reduced accordingly. Therefore, EAC1 provides the
best system stability with lowest CFR at the cost of
highest CBR and CDR, as well as lowest resource utiliza-
tion. However, our PA can achieve almost the same CFR
as EAC1 while maintaining much better CBR, CDR, and
resource utilization.
• More connections can be accepted in EAC2, which

overvalues the system capacity. Therefore, CBR, CDR,
and resource utilization are improved. However, the sys-
tem becomes more unstable because of the high CFR.
Even though the CBR and CDR of our approach are
higher compared with EAC2, their resource utilizations
almost keep the same. We can find that accepting more
new/handoff connections at the cost of losing ongoing
connections do not help to improve the resource
efficiency.
• Our approach outperforms EAC2 in the four perfor-

mance metrics. EAC2 only considers the average
resource consumption for AC, while our approach con-
siders one more restriction: the practical symbol con-
sumption. If only for this reason, more new/handoff
connections should be accepted in EAC2, and lower
CBR and CDR are attained accordingly. However, com-
pared with statistic RR in [7], our approach alleviates
both resource over-reservation and insufficient reserva-
tion, which causes more new/handoff connections can
be accepted.
From the theoretical analysis and the simulation

results, it is noted that our proposed algorithm well bal-
ances the tradeoff among CBR, CDR, and CFR, while
achieving high spectrum efficiency.
To evaluate the performance of packet-level QoS pro-

vision and system throughput using our enhanced BR
scheme as well as joint resource allocation and schedul-
ing algorithm, the scheduling algorithms in [20-22] are
coupled with the traditional BR scheme of IEEE 802.16e
to perform uplink transmission, which are denoted as
approach1, approach2, and approach3, respectively. The
performance metrics are evaluated with the growth of
average data arrival rate (DAR). Particularly, the highest
average DAR will cause the network enter into the satu-
rated status, while the lowest average DAR can use up
all resources under the lowest transmission rate (i.e.,
using MCS 1 for data transmission). From the simula-
tion results illustrated in Figure 9, we have the following
conclusions:
• The performance of packet-level QoS provision for

rtPS/ErtPS is evaluated in terms of average PDR and
maximum PDR variance. In Figure 9a,b, we find that
our approach outperforms the others in the two metrics

for real-time connections. The reason for ensuring low-
est PDR is that our BR scheme reduces the BR delay,
while our BA algorithm effectively avoids large real-time
data being blocked under the deteriorated channel con-
dition, which in turn reduces their scheduling delay. In
addition, since fairness is ensured in case of bandwidth
shortage to share the packet loss for the users with dete-
riorated channel conditions, smallest PDR variance is
achieved. Since the connections with lower priority can-
not use the bandwidth before all bandwidth require-
ments of high priority connections are satisfied in
approach2, it works better than approach3, and
approach1 produces highest PDR and largest packet
dropping variance without QoS consideration.
• QoS outage rate is adopted to evaluate the QoS per-

formance of nrtPS connections, which is the ratio of the
“QoS rate“ dissatisfaction times and the total BA times.
Figure 9c shows that our approach provides the best
QoS performance for nrtPS connections, because
approach1 has no QoS consideration, approach2 causes
the real-time connections preempting too much band-
width for non-real-time connections, and approach3
does not consider QoS provision for nrtPS connections.
• Let Gm be the total uplink bandwidth granted to SS

m in each frame. Based on resource allocation results in
BS, from MAC viewpoint, the system throughput of cell
v can be deduced as Equation 46. It is obvious that the
system throughput is a variable determined by the band-
width requirement information of heterogeneous traffics,
the QoS constraints, the channel conditions, and the
resource allocation algorithm. Figure 9d illustrates the
system throughput comparisons. When the bandwidth
has not been used up under the low DAR, our approach
achieves the highest throughput because the uplink
bandwidth requirements can be reflected to BS more
quickly. With the increase of the DAR, approach1
achieves the highest throughput because QoS provision
compromise the system throughput gain of our
approach, while approach2 provides the lowest through-
put without considering the channel conditions. And,
our approach works better than approach3 because we
reduce the signaling overhead for BR.

Thv =
∑Mv

m=1
Gm/MRk m s.t.

∑Mv

m=1
Gm ≤ TSv (46)

From the simulation results in Figure 9, it is noted
that our PA well balances the tradeoff between packet-
level QoS provision and spectrum efficiency.

6 Conclusions
Based on AMC in IEEE 802.16e PHY layer and flexible
connection-oriented QoS provision in its MAC layer,
this article investigates analytical integrated framework
and adaptive QoS provision mechanism based on cross-
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layer design. First, we propose an integrated framework
for adaptive QoS provision cross-layer-based design.
Our major QoS provision mechanism concerns are
about connection-level QoS provision through dynamic
RR and AC, as well as packet-level QoS provision
through joint resource allocation and packet schedul-
ing. Second, to alleviate the resource over-reservation
and insufficient reservation for handoff connections,
we estimate the average reserved resource over the
unreliable wireless channel considering the handoff
probability. In addition, we perform AC based on both
average resource consumption and practical resource
consumption. Particularly, adaptive QoS management
is used to perform average source rate compression for
accepting more new/handoff connections, as well as
average source rate increasing for improving the ser-
vice quality and resource utilization. Finally, a joint
resource allocation and packet scheduling algorithm is
designed to provide packet-level QoS guarantee in

term of “QoS rate“, which provides fairness for the
services with identical scheduling priority in case of
bandwidth shortage. In addition, we enhance the BR
mechanism to reduce the BR delay and signaling over-
head, which belongs to packet-level QoS provision.
The theoretical analyses and the simulation results
show that our approach guarantees well the QoS
requirements of heterogeneous services, as well as
provides high spectrum efficiency.
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