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Integrated Genetic Algorithm and Goal Programming
for Network Topology Design Problem With Multiple

Objectives and Multiple Criteria
Chen-Shu Wang and Ching-Ter Chang

Abstract—Network topology design (NTD) with multiple objec-
tives has been presented by many researchers. However, no work in
the literature has addressed this issue with both multiple objectives
and multiple criteria. In order to suit real-world situations, this
paper presents a new idea integrating genetic algorithm and goal
programming to establish a model for solving the NTD problem
with multiple objectives and multiple criteria taken into consid-
eration. In addition, the proposed model can also solve both con-
struct and extend network topology problems under shared risk
link group (SRLG) constraints. Finally, illustrative examples are
included to demonstrate the superiority and usefulness of the pro-
posed method.

Index Terms—Genetic algorithm (GA), goal programming, net-
work topology design (NTD).

I. INTRODUCTION

AN IMPORTANT issue of communication networks is
to find an appropriate network topology for obtaining

good telecommunication quality, balancing system reliability,
optimal related costs, and fitting the network’s applications
[1], [7], [12], [13], [15], [17], [19], [22], [24], [27]. However,
network topology design (NTD) is a typical NP-complete
problem, which can only be solved by heuristic techniques
(such as greedy heuristic, genetic algorithm, and simulated
annealing technique) with a modest number of nodes [12], [15],
[17], [19]. In the past two decades, many works have devoted
to solving NTD problem with multiple objectives (NTD-MO).

However, the existing solutions of NTD-MO are still insuf-
ficient to satisfy the network designer’s requirement because
the characteristics of each node within the network are quite
different [1] and these objectives usually conflict with one
another. Thus, multiple criteria and multiple objectives should
be considered at the same time when solving the problem of
NTD. NTD-MO can be divided into two categories: the “con-
struct problem of NTD (CNTD)” and “extend problem of NTD
(ENTD).” CNTD deals with constructing a whole new topology
in communication network and ENTD deals with THE link
enhancement problem for an existing communication network.
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Fig. 1. Fiber topology.

Most previous studies have dealt separately with the problem
of CNTD and ENTD [2], [6], [12], [20]. The characteristics of
the related works in the literature are summarized in Table I.
In this paper, we propose a general model (GM), which can be
easily applied to these two problems.

The practical demands provide us the motivation to
solve NTD with multiple objectives and multiple cri-
teria (NTD-MOMC) instead of solving NTD-MO alone.
NTD-MOMC is a good aid for decision-makers when solving
MOMC problems to suit real-world situations. Furthermore,
in large-scale optical networks, a wavelength channel has
a transmission rate larger than gigabits per second. If the
channel fails, a lot of connection streams in the channel will be
dropped. Thus, many protection algorithms have been proposed
for solving the problem. However, conventional protection
algorithms assume that the fiber links in A communication
network are independent of each other [9]. In fact, fiber links
interconnecting network nodes are often routed over common
sections of fiber or conduit [9], [23]. Therefore, some fiber links
in actual networks have corrected failures, as shown in Fig. 1.

The fiber cable and conduit topology is shown in Fig. 1(a),
and the corresponding fiber link topology is shown in Fig. 1(b).
Notably, the fiber links 1-2, 1-3, 1-4, and 1-5 are independent of
each other in the fiber link topology shown in Fig. 1(b). How-
ever, fiber links 1-2 and 1-3 traverse a common fiber cable in
the actual network shown in Fig. 1(a). The breakdown of fiber
cable can lead to the simultaneous failure of fiber links 1-2 and
1-3. Even though the fiber links 1-2 and 1-5 traverse different
fiber cables in Fig. 1(a), simultaneous failure of these links due
to these fiber cables may still traverse a common conduit. The
above-mentioned idea is called shared risk link group (SRLG)
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TABLE I
RELATED WORKS OF NTD-MO

problem [9]. In order to suit real-world situations, the SRLG
constraints should be considered in the model of NTD-MOMC.
By doing so, this paper proposes a GM, which integrates ge-
netic algorithm (GA) and goal programming (GP) to solve the
NTD-MOMC problem in which both CNTD and ENTD prob-
lems with SRLG constraints are considered. We adopted GP
for inferring and modeling of the GM and applied GA to the
problem as a search tool for the GM to obtain the near-optimal
solutions. In addition, compared with the method of Liu and
Iwamura [15] for solving the NTD-MO problems, the proposed
method can obtain better solutions. Two advantages of the GM
are listed below.

1) It can be easily applied to NTD-MOMC problems and it
can also solve both CNTD and ENTD problems to suit
real-world situations.

2) The SRLG constraints that require modeling large-scale
networks are considered.

The remainder of this paper is organized as follows.
Section II defines the problem. Mask mechanism is discussed
in Section III, and GM is detailed in Section IV. Solution
process of GM using GA is shown in Section V. The numer-
ical experiments are given in Section VI. Section VII offers
conclusions and directions for future research.

TABLE II
RELATED WORKS OF NTD-MO

II. PROBLEM DEFINITION

A. Network Topology Design

Node and link are two major components of computer net-
work. The computer network can be represented by a graph

, where represents the set of nodes (or vertices)
and represents the set of links (or edges). NTD-MO has re-
ceived great attention in the field of NTD optimization [1], [7],
[12], [13], [19], [22], [27]. In Table II, we extracted the primary
features from previous studies and classified these features into
two types: the “positive-related objective” and “negative-related
objective.” Whether the features are positive or negative de-
pends on the computer network performance. For instance, the
reliability of node rises with increasing number of links from
other nodes connected to the node in the computer network.
This in turn enhances the computer network performance. Thus,
to increase the number of links can be regarded as a case of
positive-related objective. On the contrary, saving cost is nega-
tively related to computer network performance, which should
be regarded as a case of negative-related objective. With refer-
ence to the concept of positive-related and negative-related ob-
jective, we propose a mask mechanism for treating both CNTD
and ENTD problems in Section III.

B. Notation Definition

Notations used in this paper are given here.

Reliability of fiber link in level of SRLG,
.

Target topology represented by an undirected
graph.

Set of nodes (vertices).

Connected cost from node to node .

0–1 variable, defined as

.

Capacity of the fiber link between node and
node .

, is the subset of .
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Reliability of subset under given .

Total cost of .

The network capacity of subset K under given
.

Linkage degree of subset under given .

Setting criteria of reliability within subset ,
.

Setting criteria of network capacity within
subset , .

Setting linkage degree criteria of vector,
.

Total available budget.

Setting weighting factor for the budget objective.

Setting weighting factor for the linkage degree
objective.

Setting weighting factor for the reliability
objective.

Setting weighting factor for the network
capacity objective.

Positive (negative) deviation from the setting
reliability goal.

Positive (negative) deviation from the setting
linkage degree goal.

Positive (negative) deviation from the network
capacity goal.

Positive (negative) deviation from the budget
objective.

Population size of each generation of GA.

Crossover rate of GA.

F(i) Fitness value of th population.

C. Network Topology Design—Multiple Objectives and
Multiple Criteria

In this research, we consider an NTD-MOMC problem that
involves optimizing four objectives, such as cost, reliability, net-
work capacity, and linkage degree. In addition, we can arbi-
trarily assign multiple criteria such as reliability, network ca-
pacity, and linkage degree to each objective according to the re-
quirements of DMs. The mathematical formulation of the NTD-
MOMC is given below.

(NTD-MOMC)

Given: A budget

Find out: The optimal target topology subject to
the multiple objectives ( , , ,

) and multiple criteria ( , ,
, , , )

All functions and parameters used in the NTD-MOMC are listed
below:

The cost objective:
For each candidate , the total cost should be expressed
as follows:

(1)

Reliability objective:
We assume that all nodes in the computer network are per-
fectly reliable and fiber links fail stochastic independently
with known probabilities if the fiber links do not traverse
a common fiber cable or conduit. In contrast, if the fiber
links traverse a common fiber cable or conduit, then they
fail simultaneously with known probabilities. Without loss
of generality, we classified fiber cables and conduits into
several reliability levels, , according to real-world sit-
uations. The success of communication between nodes in
subset under given is a random event. The prob-
ability of this event is called the nodes reliability, de-
noted by {the probability that any pair
of nodes in subset under given can communicate
with each other}. It is almost impossible to design an al-
gorithm to compute analytically [16]. To solve
this problem, we employed the Monte Carlo simulation al-
gorithm which involves repeating stochastic independently

trials. The algorithm can randomly generate an opera-
tional according to the value of . We next describe
the Monte Carlo algorithm.

While

{

For ( to the number of SRLG reliability levels)
Randomly drop an operational link from to obtain an
operational according to

Next ;

If is K-connected, then ++ Counter++

};

;;

The network capacity objective:
For simplicity, but without loss of generality, we assume
that the network topology and traffic load are known in ad-
vance. Asymmetrical traffic matrix is applied to the net-
work. The capacities of fiber links should be implemented
to satisfy all traffic loads in each pair of nodes [24]. The
following matrix can represent the traffic of fiber links:

...
...

...
...
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Fig. 2. Mask mechanism.

where the traffic of the fiber link between and
is denoted by . The traffic matrix is asymmetrically
distributed (i.e., may be (not) equal to ) due to
different properties of nodes.

III. MASK MECHANISM

Classical methods usually treat CNTD and ENTD as distinct
problems and solve them separately as shown in Table I. How-
ever, sometimes we expect to have an integrated optimization
approach that can treat both CNTD and ENTD problems at the
same time. In order to achieve this objective, one optimization
approach with mask mechanism is then proposed as follows.

The behavior of the mask mechanism involves two types
of logical operations, namely the “positive logical mask” and
“negative logical mask” shown in Fig. 2. The behavior of
positive logical mask (negative logical mask) is the same as
OR (AND)-gate logical operation. For positive-related objec-
tive (negative-related objective) case, we use positive logical
mask (negative logical mask) to mask and to
produce a positive expanded topology (negative expanded
topology). Then, the fitness of is evaluated according
to the value of positive expanded topology (negative ex-
panded topology). As seen in Fig. 2, the above procedure
involves and

, where is a
logical “OR” operation and is a logical “AND” operation.

In the ENTD case, there does exist a , thus the mask mech-
anism can be easily employed to evaluate from . On
the other hand, in the CNTD problem, there does not exist a

, thus we can regard as a dimension of zeros-ma-
trix. Then, mask mechanism can also be easily applied to the
CNTD problem. According to the above-mentioned informa-
tion, the GM using the mask mechanism as an integrated method
can treat both CNTD and ENTD problems. In order to demon-
strate how to evaluate the fitness of using positive expanded
topology (negative expanded topology) for negative-related ob-
jective (positive-related objective), we take a process of ENTD
for instance to explain the behavior of the mask mechanism.

Suppose we want to evaluate the fitness of using cost and
reliability as shown in Fig. 2. Take column 3 in as [1 1 0 0
1] to show that negative logical mask and positive logical mask
can be used to mask this column to obtain negative expanded
topology as and positive
expanded topology as .
While we use negative expanded topology (positive expanded
topology) to replace because the cost(reliability) is a kind of
negative-related objective (positive-related objective). Similar
to ENTD, in the CNTD case, the negative expanded topology
and positive expanded topology are both obtained as [1 1 0
0 1] because is a 5 5 dimension of zeros-matrix (i.e.,

and
). Then, we can evaluate the fitness

of according to the estimated value of negative expanded
topology and positive expanded topology. Hence, the fitness of

can be estimated accurately through the mask mechanism
in both ENTD and CNTD problems. Notably, the mask mecha-
nism can translate the CNTD problem to become a special case
of ENTD problem. Thus, we can solve them in the same opti-
mization model in Section IV.

IV. GENERAL MODEL

There are three assumptions in GM: 1) can be represented
by a graph G; 2) a graph G does not have any self-loop; and
3) failure of a fiber link is stochastic independent of failures
of other links if the fiber links do not traverse a common fiber
cable or conduit with one another. Otherwise, it has corrected
failure with other fiber links if they traverse a common fiber
cable or conduit. There are mainly two ways to formulate NTD-
MOMC [19]. One is the cost-oriented approach that aims to
minimize total cost subject to MOMC performance constraints.
We formulate NTD-MOMC using the cost-oriented approach as
follows:

(2)

(3)

(4)

Equation (2) is multiple degree criteria constraints, (3) is mul-
tiple reliability criteria constraints, and (4) is multiple capacity
criteria constraints.

The other approach is a performance-oriented method that
maximizes the performance of a computer network subject to
real-world constraints (e.g., cost and reliability). We formulate
NTD-MOMC using the performance-oriented method as fol-
lows:

(5)

(6)
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The GP is a good aid in modeling multiple objective decision-
making problems. It was first introduced by Charnes and Cooper
[4] and further developed by Tamiz et al. [25], Romero [21]
and Chang [3]. It has been accomplished using various types of
approaches such as Lexicographic GP, Weight GP, MINMAX
(Chebyshev) GP and Multi-choice GP [3]. In order to enable
DMs to easily set the weighting for each objective according to
their preference, we adopted the Weight GP approach to trans-
late P2 into the proposed model given as

(7)

(8)

(9)

(10)

(11)

Finally, we introduce the concept of mask to proposed model to
obtain the GM as follows:

(12)

(13)

(14)

(15)

(16)

where represents the negative expanded topology via the
process of negative mask, and represents the positive ex-
panded topology via the process of positive mask.

V. SOLUTION PROCESS OF GM—USING GA

In the 1970s, Holland developed the GA, which is a sto-
chastic searching method for optimization problems using the
mechanics of natural selection. GA is developed from the theory
of survival in nature [8]. Since GA is a very good stochastic

Fig. 3. Solution process of GM using GA.

technique for tackling combinatorial optimization problems, we
adopt GA with mask mechanism as the search tool for GM,
which is shown in Fig. 3.

As can be seen, an initial population of solution is randomly
created. Then, using mask mechanism, such as negative logical
mask and positive logical mask yields a masked population (i.e.,
positive expanded topology/negative expanded topology popu-
lation). The fitness of each individual determines whether it will
survive or not. Terminated criteria (such as the generation size
or the gap between objectives) are then adopted to determine the
optimal to be achieved. Finally, by using genetic operators
such as selection, crossover and mutation, the next generation is
obtained. After a number of iterations or predefined criteria are
met, it is hoped that a near optimal solution can be found.

A. Representation Structure: Encode/Decode

A communication network is represented by an undirected
graph, which can be expressed by a two-dimensional matrix. In
the graph, each edge has two states: operational and failed. We
use string as chromosome to represent .
The encode/decode equation (i.e., vector to matrix/vice verse)
is defined as in (1) as follows:

...
...

...

(17)
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B. Evaluation Function

We revise the objective function of GM as an evaluation func-
tion of GA, denoted by . The evaluation function of GA
can be expressed as (18) because the lower the objective value
of GM, the higher the fitness of GA will be

(18)

where all variables are defined as in GM.

C. GA Manipulations

Selection: Roulette wheel selection is employed to ensure
that highly fit chromosome has a greater number of offsprings.
In this mechanism, a candidate network is selected according to
its survival probability, which is equal to its relative fitness with
respect to the whole population as

(19)

Crossover: Crossover operator selects two chromosomes
from the mating pool at random for mating work, and
a crossover site is selected at random in the interval

. Two new chromosomes, called offsprings, are
then obtained by swapping all characters between position
and .

Mutation: The combined operations of reproduction and
crossover may sometimes lose some potentially useful infor-
mation from the chromosomes. To overcome this drawback,
mutation is then introduced. It is implemented by comple-
menting a bit (0 to 1 and vice versa) at random. This ensures
that good chromosomes are not permanently lost.

VI. NUMERICAL EXPERIMENTS AND ANALYSIS

Here, we present a CNTD-MO experiment for comparison
with that of Liu and Iwamura [15]. In addition, for further veri-
fication, we revised experiment 1 to be an ENTD problem shown
in experiment 2. Finally, we testified NTD-MOMC problem
with SRLG constraints shown in experiment 3 to demonstrate
the usefulness of the GM. All of the experiments are formu-
lated by GM and solved by MATLAB [18] on a PC with CPU
2.6 GHz.

A. Experiment 1: 10-Node CNTD-MO

The GM with a simulation-based GA has been written in
MATLAB for topological optimization problem. In order to
demonstrate the superiority of the GM, we consider a 10-node
fully connected network adopted from Liu and Iwamura [15].
Parameters are given as follows. The population size is 200.

TABLE III
MO CONSTRAINTS OF EXPERIMENT 1

TABLE IV
COST MATRIX OF EXPERIMENT 1

The generation size is 100 (600) for Case I (II). The proba-
bility of crossover is 0.3. The probability of mutation is 0.2.
MO constraints are given in Table III. Cost matrix is given in
Table IV. The operational probabilities of all links are 0.9. The
total available budget is 250 (210) for Case I (II). The weight
of each objective is 1.

According to GM, we formulate experiment 1 as follows:

(20)

The total available budget for case I (II) is

(21)

(22)

(23)

The GM is employed to solve P3 with about 25 (30) generations
for Case I (II) shown in Figs. 4 and 5, which can satisfy three
predefined goals. The results of are obtained as shown in
Tables V and VI, and the total cost is 240 (188) for Case I (II).

The comparison of Liu and Iwamra’s solution [15] and P3’s
solution is shown in Table VII. As can be seen, a 0.08 reliability
gap exists between and . For P3, in contrast,
all MO constraints are fully satisfied without any gap existing
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Fig. 4. Convergence of �� in Case I.

Fig. 5. Convergence of �� in Case II.

TABLE V
�� OF CASE I WITH ABOUT 25 GENERATIONS

in . It is interesting to note that P3 not only can solve
a higher number of links (i.e., ) using less cost
(188), but can also completely satisfy all MO constraints.

B. Experiment 2: The Enhanced Function of MOMC

In order to demonstrate the enhanced function of MOMC,
we try to solve the link enhancement problem of experiment 1.

TABLE VI
�� OF CASE II WITH ABOUT 30 GENERATIONS

TABLE VII
COMPARISON OF LIU AND IWAMURA’S SOLUTION AND P3’S SOLUTION

Parameters are given as follows. MOMC constraints are given
in Table VIII. The total available enhanced budget is 100. Other
parameters are defined as in experiment 1.

We take the result of experiment 1 as . Then, we formu-
late this problem to be P4 with mask mechanism. The mask
mechanism produces positive expanded topology and negative
expanded topology for evaluating the objective value as follows:

(24)

(25)

(26)

(27)

The GM is employed to solve P4 with about 30 generations.
The result of is obtained as shown in Table IX and the total
cost of is 70. As can be seen from Table IX, two more new
linkages marked by square brackets are added to . The per-
formance analysis of is shown in Table X.
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TABLE VIII
MOMC CONSTRAINTS OF EXPERIMENT 2

TABLE IX
�� OF EXPERIMENT 2 IN GENERATION 200

TABLE X
PERFORMANCE ANALYSIS OF ��

C. Experiment 3—SRLG Constraints

In order to demonstrate the feasibility of the GM, SRLG con-
straints are considered as a reliability issue for NTD-MOMC
problem. Parameters are given as follows.

1) There are three kinds of failure of links are fiber link, fiber
cable, and conduit.

Fig. 6. Initial topology of SRLG.

TABLE XI
MOMC CONSTRAINTS OF EXPERIMENT 3

2) The operational probabilities of links in the level of SRLG,
, are given as: ,

, and .
3) There are three shared link groups, all nodes within the

group traverse a common conduit. Shared link group 1 con-
tains nodes 1, 3, 6, and 7, shared link group 2 contains
nodes 2, 4, 5, and 9, and shared link group 3 contains nodes
8 and 10. Each conduit contains two types of fiber cables
where fiber cable 1 is of 30 Mbps and fiber cable 2 is 50
Mbps. The initial topology of SRLG is shown in Fig. 6.

4) MOMC constraints are shown in Table XI. Cost matrix is
given in Table IV. The end-to-end capacity requirements
are depicted in Table XII.
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TABLE XII
END-TO-END TRAFFIC REQUIREMENTS (Mbps)

TABLE XIII
�� OF EXPERIMENT 3 WITH 200 GENERATIONS

TABLE XIV
FIBER CABLE ASSIGNMENT OF ��

According to GM and SRLG constraints, we formulate this
problem as follows:

(28)

(29)

(30)

(31)

(32)

The GM is employed to solve P5 with 200 generations. The
result of is obtained as shown in Table XIII and the total
cost of is 243. In addition, the assignment of fiber cable is
shown in Table XIV, where presents the fiber link

Fig. 7. Actual topology of SRLG experiment.

TABLE XV
PERFORMANCE ANALYSIS OF ��

assigned to fiber cable 1(2). The near-optimal of experiment
3 is shown in Fig. 7.

The performance analysis of is shown in Table XV. There
is a 0.04 (i.e., 0.99-0.95) reliability gap of and SRLG
constraints are satisfied. All nodes are bi-connected and some of
them used different fiber cables to achieve the reliability require-
ment of ensuring that a message can use backup paths to reach
the destination. For instance, node 9 can directly reach node 6
or pass another path through nodes 8 and 5 to reach node 6.

D. Computation Experiment

The superiority of the proposed GM model can also be ob-
served through the larger scale (50 nodes) examples. Thus, a set
of test problems is formed. Each of the test examples is formu-
lated as NTD_MO problem by the proposed GM model. There
are given objectives includes: three budget levels (2000, 2500
and 3000), two reliability levels ( for
all odd nodes and for all even nodes)
and all nodes have to be bi-connected

. In addition, for each budget level, five groups of the cost
matrix and networking capacity requirement data are randomly
generated. Hence, a set of 15 test problems is formed and then
each problem solved by Matlab [18] for 100 generations on a
PC/586. The average CPU time of 15 experiments is about 45
minutes. As the result given in Table XVI shows, there is an
average reliability gap of 18.42% and 76 linkage degrees when
the budget is limited to 2000 and a 5.79% reliability gap and
88 linkage degrees when the budget is limited to 2500. Further-
more, there is only 0.32% gap within reliability objective when
the budget is 3000 and the linkage degree is 115.
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TABLE XVI
COMPARISON SOLUTION WITH LARGER SCALE PROBLEMS

Fig. 8. Convergence of �� .

TABLE XVII
COMPARISON OF GM AND PERVIOUS RESEARCHES

As the results show, consistent with the reasonable inference,
while the budget is sufficiently abundant (e.g., 3000 of this test
experiment), the gap of objectives is decreasing. Hence, GM
takes contradictory objectives into consideration simultane-
ously and provided fittest solution to decision maker in advance
than networking actually deployment. In addition, as the results
have shown, while the MO constraints are looser (e.g., budget),
the convergence rate of fitness value is faster in Fig 8. As the
result, the proposed GM model can be applied to larger scale
NTD problems.

VII. CONCLUSION

NTD-MOMC is closer to realistic NTD in the real world. In
this paper, we propose a GA-based generalized model to solve
both the CNTD-MOMC and ENTD-MOMC problems. A va-
riety of solutions are summarized in Table XVII.

As seen from Table XVII, GM is the best solution for NTD
optimization problems because it can solve NTD with any types

of constraints such as MO, single objective multiple criteria
(SOMC), and MOMC. In addition, GM can find a near-optimal
network topology under SRLG constraints. Our future research
will focus on other applications and further verification of GM.
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